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Abstract: We propose an entropy based classification of propositional calculi. Our method
can be applied to finite–valued propositional logics and then, extended asymptotically to
infinite–valued logics. In this paper we consider a classification depending on the number
of truth values of a logic and not on the number of its designated values. Furthermore, we
believe that almost the same approach can be useful in classification of finite algebras.
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1. INTRODUCTION

We present one way of logical systems classification based on their entropies
(see [2] and [3]). The concept of generalized Shannons entropy, entropy of a
partition and the logical system represented by its Linednbaum–Tarski algebra,
make it possible to define the entropy of a many–valued propositional logic, and
then to extend it asymptotically to infinite–valued logics. Our finite measure of
uncertainty H of a finite–valued logic monotonically increases with the growth of
truth values number. This measure is sensitive to both the number of truth values
of a finite–valued logic and the number of its designated (true) values (see [2] and
[3]). In this paper we deal with a classification depending only on the number of
truth values.

2. LINDEBAUM–TARSKI ALGEBRA

Let us keep in mind the following two well–known facts. The first is related
to the number 22n

of mutually non–equivalent formulae over the finite set of
propositional letters {p1, . . . , pn} in the classical two–valued logic. The second one
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is that Nishimura has shown that in case of Heyting’s propositional logic, an
infinite–valued logic, even in case when the set of propositional formulae is built
up over the set of a single propositional letter, there exist countably many mutually
nonequivalent formulae (see [11]). These examples show the essential difference
between finite–valued and infinite–valued logics from the stand point of our
intentions. Namely, our aim is to consider possibilities for defining probabilistic
measure over partitions of propositional formulae set, denoted by For, defined
by the corresponding Linednbaum–Tarski algebra.

By a partition of a nonempty set X we mean any finite or denumerable collection
(Ai) of nonempty subsets of X such that (∀i, j)(i , j → Ai ∩ A j = ∅) and ∪iAi =
X. Partition of the set For of propositional formulae is defined on the basis of
an equivalence relation ≡L, related to a propositional logic L, by the following
condition A ≡L B iff both consequences A ` B and B ` A are derivable in L, for
any A,B ∈ For. This equivalence relation ≡L divides the set For on non–empty
mutually disjoint sets and forms a quotient algebra For /≡L , usually called the
Lindenbaum–Tarski algebra of L. If by Forn we denote a subset of For built up
over a finite set of propositional letters {p1, . . . , pn} and a usual list of propositional
connectives ¬, ∧, ∨ and→, then, in case of an m–valued propositional logic L, the
corresponding quotient algebra Forn /≡L will consist of at most mmn

elements.

3. ENTROPY OF PARTITIONS OF For

A natural generalization of Shannon’s entropy, appearing in Measure theory,
is defined over a measurable partition α = {Ai|i ∈ I} of a space X, equipped with a
measure µ, such that (∀i)(i ∈ I→ µ(Ai) ≥ 0), (∀i, j)(i ∈ I∧ j ∈ I∧ i , j→ Ai∩A j = ∅)
and µ(X \ ∪i∈IAi) = 0. In this context, the entropy is defined as follows:

H(α) = −
∑
i∈I

µ(Ai) log2 µ(Ai)

with the usual convention that µ(Ai) log2 µ(Ai) = 0, for µ(Ai) = 0, by definition,
having in mind that limx→0+ x log2 x = 0.

Our central problem is how to define a measure over a finite family of sets
consequently extendable to a denumerable family, in order to get a finite philo-
sophically well founded and logically justified entropy of partition. Let us de-
scribe the basic idea and the construction. More accurately, the problem is to
define a measure µ over the set Forn /≡L and to extend it into For /≡L , obtaining the
finite entropy for For /≡L . As we stated in M. Boričić (2013, 2014), the measures
distributed uniformly or binomially do not give satisfiable results. Namely, even
in the case of classical two–valued propositional logic, neither uniform, nor bino-
mial probability distribution do not give a finite entropy. If we suppose that the
measure µ(Ai) of the class Ai is uniformly distributed, meaning that µ(Ai) = 1

22n ,
then, by (1), the corresponding entropies H(Ln

m) and H(Lm) over partitions of sets
Forn and For, respectively, are: H(Ln

2) = 2n ln 2 and H(L2) = limn→∞H(Ln
2) = +∞,

where H(Ln
2) and H(L2) denote entropies of two–valued logic L2 over the sets
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Forn and For, respectively. Alternatively, if we suppose that these measures are
binomially distributed, meaning that

p(Ai) =

(
2n

i

)
1

22n

then, by (1) and the known asymptotic relation:

H(Ln
2) ∼

1
2

ln
(
eπ2n−1

)
as n→∞ (see [13]), we also conclude that H(L2) = limn→∞H(Ln

2) = +∞.
Here we will present, according to [2], a definition enabling a good possibil-

ity for classification of finite–valued propositional logics on the basis of a finite
entropy of a countable partition of For.

In order to give a simple and clear definition, we will consider here the case
when an m–valued logic has only one designated value, meaning that only one
value of m designates the truth. The case of m–valued logic with k = 1, 2, . . . ,m−1
designated values is considered in [2] and [3].

Let Lm be an m–valued logic with one designated value, and Ln
m its part built

up over a set consisting of n propositional letters only. By H(Ln
m) and H(Lm) we

denote entropies of Ln
m and Lm, respectively. Let

µ(Ai) =
1
m

(
1 −

1
m

)i−1

for i = 1, 2, . . . ,mmn
− 1 and

µ(Ai) =
(
1 −

1
m

)i

for i = mmn
.

Lemma 1. H(Lm) = m log2 m − (m − 1) log2(m − 1)

Proof. Using the formula for a geometric series, following essentially from [5],
i.e. from the fact that

n∑
k=1

kzk = z
1 − (n + 1)zn + nzn+1

(1 − z)2

which is provable, for example, by mathematical induction on n, for M = mmn
,
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and using (1), we calculate:

H(Ln
m) = −

M∑
i=1

µ(Ai) log2 µ(Ai)

= −
1
m

log2
1
m
−

1
m

(
1 −

1
m

)
log2

( 1
m

(
1 −

1
m

))
− · · · −

−
1
m

(
1 −

1
m

)M−2

log2

(
1
m

(
1 −

1
m

)M−2)
−

(
1 −

1
m

)M

log2

(
1 −

1
m

)M

= −

(
1 −

(
1 −

1
m

)M−1)
log2

1
m
−

−

(
1 −

1
m

)
log2

(
1 −

1
m

) 1 − (M − 1)
(
1 − 1

m

)M−2
+ (M − 2)

(
1 − 1

m

)M−1

1
m

−

−

(
1 −

1
m

)M

log2

(
1 −

1
m

)M

and finally, we find:

H(Lm) = lim
n→∞

H(Ln
m) = m log2 m − (m − 1) log2(m − 1)7pt

Using this Lemma we justified the definition of entropy of m–valued logic Lm.
Consequently, we find (see [2]) that:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

m H(Lm)
2 2.0000
3 2.7549
4 3.2451
5 3.6096
6 3.9001

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Simple monotonicity analysis of the function f (x) = x log2 x − (x − 1) log2(x − 1)
leads us to the following conclusion:

Lemma 2. For any two m–valued and n–valued logics Lm and Ln, if m ≤ n, then
H(Lm) ≤ H(Ln).

4. ENTROPY OF SOME KNOWN LOGICS

Here we mention some features of the well known finite–valued logics, give
their entropies and consider entropies of infinite–valued propositional logics.

First of all, we note that the classical propositional logic has the entropy less
than or equal to 2, and that both Lukasiewicz’s (see [8], [9], [14] and [12]) and
Kleene’s (see [6], [7] and [12]) three–valued logics, with one designated value,
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have the entropies less than or equal to 2.7549. Belnap’s four–valued logic (see
[1]), with one designated value, has the entropy less than or equal to 3.2451.

Let us consider the sequence H + Em of finite–valued extensions of Heyting’s
propositional logic H by axiom–schemata Em:∨

1≤i< j≤m

(Ai ↔ A j)

for m ≥ 3, where A ↔ B is an abbreviation for (A → B) ∧ (B → A), introduced
by McKay (see [10]), presents a strictly descending sequence H + Em of (m − 1)–
valued logics, with one designated value, intermediate between H and classical
two–valued logic L2 (see [4])), i.e.

H ⊂ ... ⊂ H + Em+1 ⊂ H + Em ⊂ ... ⊂ H + E4 ⊂ H + E3 = L2

having the following property:

lim
m→+∞

(H + Em) =
⋂
m≥3

(H + Em) = H

(see [10]), gives us the reason to consider an asymptotic approximation of the
entropy of Heyting propositional logic, as well. For the entropy of H + Em, we
have:

H(H + Em) ≤ m log2 m − (m − 1) log2(m − 1)
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