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Abstract: A combination of the single-valued neutrosophic set (SV-NS) and the prob-
abilistic hesitant fuzzy set is the single-valued neutrosophic probabilistic hesitant fuzzy
(SV-NPHF) environment (PHFS). It is intended for some unsatisfactory, ambiguous, and
contradictory circumstances in which each element has a number of various values that
are brought about by the situation’s actuality. The decision-maker can quickly gather
and analyze the facts by employing a strategic decision-making technique. On the other
hand, uncertainty will be a big part of our daily lives when we are learning. We present
a decision-making strategy for the SV-NPHF context to address this data ambiguity.
The fundamental operational concepts for SV-NPHF information under Dombi aggrega-
tion operators were initially developed on the basis of this study. The SV-NPHF Dombi
weighted arithmetic average (SV-NPHFDWAA) operator and SV-NPHF Dombi weighted
arithmetic geometric (SV-NPHFDWAG) operators are two SV-NPHF Dombi aggregation
Operators that are then examined. Following that, we look into further characterizations
of the proposed operators, including idempotency, boundedness, and monotonicity. For
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the derived operators, we additionally developed the score and accuracy functions. When
using SV-NPHF data in a multi attribute decision support system (MADSS), it is neces-
sary to compare the effectiveness of various (AOs) in order to make the best decision. In
addition, it is demonstrated how to use symmetry analysis to choose the optimal social
media platform for earning and learning in a practical application of SV-NPHFDWAA
and SV-NPHFDWAG.

Keywords: Dombi aggregation operators, neutrosophic sets, probabilistic hesitant fuzzy

set, decision-making.

MSC: 03E72.

1. INTRODUCTION

There are a lot of uncertainties, imprecisions, and ambiguities in this universe.
In actuality, the majority of concepts we come across on a daily basis are less
precise and more ambiguous. Managing with trepidation or uncertainty is a sig-
nificant problem in many fields, including economics, engineering, natural science,
medical science, and sociology. Recently, many authors have developed a passion
for making their points ambiguous. The complex relationship between clarity and
ambiguity has been the focus of centuries of scholarly debate. When promising
concept of a fuzzy set (FS) developed, Zadeh [1] was working to address the issue
of handling ambiguous and imprecise information within the context of artificial
intelligence. In this architecture, the membership function (MF) of each object is
made up of a single number that falls between [0, 1]. The fact that it only sup-
ports MF and forbids the expression of non-membership function (NMF) is one
of its drawbacks. Atanassov [2] designed an intuitionistic fuzzy set to overcome
the restrictions imposed by FS (IFS). Using the MF and NMF of an IFS, both
of which have values between 0 and 1, you may evaluate the structure of objects.
In order to consolidate knowledge that is intuitively confusing, a broad variety of
information aggregation have been devised. These methods of aggregation were
developed to improve the information’s plausibility and accuracy. IF weighted and
other operators, as well as other aggregating operators (AOs), were created by Xu
[3]. The types of averaging operators that are credited to Xu [4] include the IF
weighted, ordered weighted, and hybrid averaging operators, among others. These
operators are still very useful today [5]. An interval-valued intuitionistic fuzzy
set (IVIFS), first introduced in [6], was further developed from an IFS, which is
characterized by its interval MF and interval NMF in [0, 1].

Hesitancy is a natural occurrence in our environment [7]. It’s challenging to
find one of the viable choices with the same attributes in real life. Professionals are
having trouble implementing choices due to the uncertainty and hesitation of the
results. Torra and Narukawa [8] proposed the hesitant fuzzy set (HFS) approach
to address reluctance, which permits elements to be set with numerous alterna-
tive values. HFS can be utilized to tackle a wide range of decision-making (DM)
issues [9, 10]. By aggregating operators in group DM, many writers employed
HFS to address difficulties [11, 12]. Modified versions of HF hybrid weighted
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averaging operator, HF hybrid weighted geometric operator, generalized form of
quasi-HF hybrid weighted averaging operator, and generalized form of quasi-HF
hybrid weighted geometric operator have been found by Liao and Xu [13]. Xu
and Zhou introduced a novel idea of probabilistic HF sets (PHFSs) [14, 15]. Re-
searchers investigated the notion of MADM significantly after being motivated by
the effectiveness of PHFSs [16]. Both PHFSs and IFSs are incapable of dealing
with the uncertain and inconsistent information found in belief systems. The neu-
trosophic set (NS), a philosophical field and mathematical tool for comprehending
the origin, make-up, and range of neutralities, was initially proposed by Smaran-
dache in [39]. The MF ΘF (ξ), indeterminacy membership (IMF) δF (ξ) and NMF
δF (ξ), where ΘF (ξ), δF (ξ) and ψF (ξ) are real standard or nonstandard subsets
of ]0−,1+[ respectively. Although FS, IFS, and other concepts are conceptually
generalized in NS, applying it to actual scientific and practical circumstances will
be difficult [19, 20]. A single-valued neutrosophic set (SV-NS), which can deal
with inaccurate, ambiguous, and incompatible data issues, was proposed by Wang
et al. [44] SV-NS has received a lot of attention from academics because it is a
potent universal systematic approach. Ye described the information energy and
correlation of SV-NSs in [17, 18]. The application of SV-NSs as a decision-making
method was then explored by various authors [21, 22].

Motivation: Dombi [40] introduced the Dombi triangular-norm and Dombi
triangular-conorm operations in 1982, defining them as having the preference of
variability with parameter operation. For this benefit, Liu et al. [24] devised a
multiple attribute group decision-making issue utilizing a Dombi Bonferroni mean
operator under the intuitionistic fuzzy data and applied Dombi operations to intu-
itionistic fuzzy sets [25, 26]. In the single-valued neutrosophic information, Chen
and Ye [27] suggested a multiple attribute decision-making issue using Dombi ag-
gregations operations. Dombi operations are extended to neutrosophic cubic sets
by Shi et al. [28] and used for travel decision-making issues. In order to build a
multiple attribute decision-making (MADM) technique in a linguistic cubic sce-
nario, Lu and Ye [30] first defined a Dombi aggregation operator for linguistic cubic
variables. He [31] introduced the Dombi hesitant fuzzy information aggregation
operators-based Typhoon disaster assessment method. A few aggregation methods
are shown by Jana et al. [32] under picture fuzzy data for determining the various
priority of the options throughout the decision-making process. On the basis of
conventional arithmetic, geometric operations, and Dombi operations, Jana et al.
[33] defined certain bipolar fuzzy Dombi aggregation operators. Wei and Wei [34]
proposed some single-valued neutrosophic Dombi prioritised weighted aggregating
operators for the aggregation of SVNNs and also investigated the properties of
these operators. Many other researchers used Dombi operators for many decision-
making problem [35, 36]. They also presented some operations of prioritised ag-
gregation operators and Dombi operations of SVNNs that take into account the
prioritized relationship between the SVNNs.

These examples and debates lead us to assume that the SV-NPHFS has a
strong reliability to show the doubtful and likely data that appear in real-world
problems. We heavily drew inspiration from the aforementioned decision-making
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issues in various fuzzy aggregation systems to create this study. The major goal
of this article is to demonstrate a few SV-NPHF Dombi aggregations, or aggre-
gation operators under neutrosophic data, for evaluating the various priorities of
the options throughout the decision-making process. We suggest new aggregation
operators for SV-NPHFSs using Dombi t-norm and Dombi t-conorm as a result of
the discussion above. The aggregation operators are crucial in the decision-making
process because they aggregate the ambiguous data. In light of this, we suggest a
number of novel aggregation operators for SV-NPHF information, including Dombi
weighted arithmetic average and Dombi weighted arithmetic geometric aggrega-
tion operators. The algorithm to handle the decision-making issues based on the
suggested Dombi aggregation operators should then be launched. An example
utilizing numbers shows the benefits and effectiveness of our suggested method for
solving SV-NPHF-based decision-making issues. The decision-maker can choose
the grades without being limited by the limitations of the current methods as a
result. This structure additionally categorizes the problem by altering the physical
significance of reference parameters. We endorse a number of new aggregation op-
erators (AOs), such as the Dombi weighted arithmetic average and Dombi weighted
arithmetic geometric aggregation operators under SV-NPHF information, for the
following reasons:

� Since it is more versatile than other existing approaches because of the pa-
rameter present in it, the Dombi t-norm and t-conorms are utilized to con-
struct aggregation operators.

� Decision-makers have more freedom because to the integrated SV-NS and
PHFS concepts.

� In contrast to SV-NPHF Dombi weighted arithmetic average and Dombi
weighted arithmetic geometric aggregation operators, SV-NWA and SV-
NWG aggregation operators are unable to account for experts’ levels of
familiarity with the items under examination for first evaluation.

� This article focuses on more sophisticated and advanced data because the
Dombi weighted arithmetic average and Dombi weighted arithmetic geomet-
ric aggregation operators are straightforward and cover the decision-making
method.

� All shortcomings are addressed in the suggested work.

Some consequential endowment of the current study are as follows:

1 Firstly, introduce a concept of SV-neutrosophic probabilistic hesitant fuzzy sets.

2 Also explore the fundamental operational laws for SV-NPHFSs.

3 To design a DM approach for choosing the appropriate social media platform
for earning and learning that employs the suggested aggregation operators
to aggregate ambiguous information for decision-making difficulties.

4 We define new SV-NPHFDWAA and SV-NPHFDWAG operators.

5 We defined the score function for SV-NPHFSs with Dombi operators.
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The structure of this article is as follows. In Part 3, the fundamental ideas behind
FS, NS, PHFS, as well as a few fundamental operational laws, are reviewed. We in-
troduce brand-new aggregation operators in Section 4, including SV-NPHFDWAA
and SV-NPHFDWAG. In Section 5, a decision-making approach based on the pro-
posed AOs is built, along with a solution to a numerical problem and numerical
examples. We compare some of the current practises with the advised ones in
Section 6. We arrive at a conclusion in Section 7.

2. PRELIMINARIES

In current section, Elementary concepts for Hesitant fuzzy sets (HFS), Neu-
trosophic sets (NS), Single valued Neutrosophic sets (SV-NS), SV-neutrosophic
hesitant fuzzy set (SV-NHFS), Probabilistic hesitant fuzzy sets (PHFS), and SV-
neutrosophic probabilistic hesitant fuzzy set (SV-NPHFS) are described.

Definition 1. (See [37]) Suppose ζ be a fixed set. The mathematically represen-
tation of HFS D is defined as:

D = {⟨ξ,ΘσD (ξ)⟩|ξ ∈ ζ}

where ΘσD (ξ) is a set of some values in [0, 1], indicate the MF of the element ξ ∈ ζ
to the set D.

Definition 2. (See [38]) Suppose ζ be a fixed set. The mathematically represen-
tation Probabilistic HF set (PHFS) Γ is defined as:

=
{
⟨ξ,ΘσΓ(ξ)/Ωσ(ξ)

⟩|ξ ∈ ζ
}

where ΘσΓ(ξ) is a subset of [0, 1], and ΘσΓ(ξ)/Ωξ shows a MF of the element ξ ∈ ζ
to the set Γ. And Ωξ shows the possibilities with the property that ⊕si=1Ωσi

= 1.

Definition 3. (See [39, 41]) Suppose ζ be a fixed set and ξ ∈ ζ. A neutrosophic set
(NS) α in ζ is defined as MF Θα(ξ), an IMF δα(ξ) and a NMF ψα(ξ). Θα(ξ), δα(ξ)
and ψα(ξ) are real standard and non-standard subsets of ]0−,1+[ and

Θα(ξ), δα(ξ), ψα(ξ) : ζ −→
]
0−,1+

[
The mathematically representation neutrosophic set (NS) α is defined as:

α = {⟨ξ,Θα(ξ), δα(ξ), ψα(ξ))⟩ |ξ ∈ ζ},

where

0− < Θα(ξ) + δα(ξ) + ψα(ξ) ≤ 3+.

Definition 4. (See [44]) Suppose ζ be a fixed set and ξ ∈ ζ. A single valued
neutrosophic set (SV-NS) F in ζ is defined as MF ΘF (ξ), an IMF δF (ξ) and a
NMF ψF (ξ). ΘF (ξ), δF (ξ) and ψF (ξ) are real standard and non-standard subsets
of [0, 1], and
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ΘF (ξ), δF (ξ), ψF (ξ) : ζ −→ [0, 1] .

The mathematically representation neutrosophic set (NS) F is defined as:

F = {⟨ξ,ΘF (ξ), δF (ξ), ψF (ξ))⟩ |ξ ∈ ζ},

where

0 < ΘF (ξ) + δF (ξ) + ψF (ξ) ≤ 3.

Definition 5. (See [23]) Suppose ζ be a fixed set. The mathematically represen-
tation of SV-NHFS ℑ is defined as:

ℑ = {⟨ξ,Θσℑ(ξ), δσℑ(ξ), ψσℑ(ξ)⟩|ξ ∈ ζ}

where Θσℑ(ξ), δσℑ(ξ), ψσℑ(ξ) are set of some values in [0, 1], indicate the hesitant
grade of MF, IMF and NMF of the element ξ ∈ ζ to the set ℑ.

Definition 6. (See [23]) For a fixed set Y, the SV −NHFS ζ is mathematically
represented as follows:

ζ = {
〈
ξ,Θσζ (ξ), δσζ (ξ), ψσζ (ξ)

〉
|ξ ∈ Y },

where Θσζ (ξ), δσζ (ξ) and ψσζ (ξ) are sets of some values in [0, 1], called the MF,
IMF and NMFs sequentially that must be satisfied the following properties:

∀ξ ∈ Y,∀Θζ(ξ) ∈ Θσζ (ξ),∀λζ(ξ) ∈ Θσζ (ξ),

and

∀δζ(ξ) ∈ ψσζ (ξ) with
(
max

(
Θσζ (ξ)

))
+
(
min

(
δσζ (ξ)

))
+
(
min

(
δσζ (ξ)

))
≤ 3,

and (
min

(
Θσζ (ξ)

))
+
(
min

(
δσζ (ξ)

))
+
(
max

(
ψσζ (ξ)

))
≤ 3.

For simplicity, we will use a pair ζ = (Θσζ , δσζ , ψσζ ) to mean SV −NHFS .

Definition 7. Let ζ be a fixed set, the mathematical representation of SV-neutrosophic
PHFS (SV-NPHFS) N is as,

N = {
〈
ξ,ΘσN(ξ)/ðσ(ξ) , δσN(ξ)/Ωσ(ξ)

, ψσN(ξ)/Λσ(ξ)
〉
|ξ ∈ ζ},

where〈
ΘσN(ξ)/ðσ(ξ) , δσN(ξ)/Ωσ(ξ)

, ψσN(ξ)/Λσ(ξ)
〉
−→ [0, 1],

and
ΘσN(ξ)/ðσ(ξ) , δσN(ξ)/Ωσ(ξ)

, ψσN(ξ)/Λσ(ξ) shows a MF, IMF and NMF respec-
tively of the element ξ ∈ ζ to the set N. And ð

σ(ξ)
,Ω

σ(ξ)
,Λ

σ(ξ)
shows the possibilities

with the property that

⊕si=1ðσi = 1,⊕si=1Ωσi
= 1 and ⊕si=1 Λσi = 1.
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Definition 8. (See [39]) Let

Γ1 = (ΘσΓ1
, δσΓ1

, ψσΓ1
)

and

Γ2 = (ΘσΓ2
, δσΓ2

, ψσΓ2
)

be two SV-NHFNs. The following are the basic set theoretic operations:

(1) Γ1 ∪ Γ2 =


⋃

Θ1∈ΘσΓ1
Θ2∈ΘσΓ2

max (Θ1,Θ2) ,
⋃

δ1∈δσΓ1
δ2∈δσΓ2

min (δ1, δ2) ,
⋃

λ1∈ψσΓ1
λ2∈ψσΓ2

min (λ1, λ2)

 ;

(2) Γ1 ∩ Γ2 =


⋃

Θ1∈ΘσΓ1
Θ2∈ΘσΓ2

min (Θ1,Θ2) ,
⋃

δ1∈δσΓ1
δ2∈δσΓ2

max (δ1, δ2) ,
⋃

λ1∈ψσΓ1
λ2∈ψσΓ2

max (λ1, λ2)

 ;

(3) Γc1 =
{
ψσΓ1

, δσΓ1
,ΘσΓ1

}
.

Definition 9. Let

Γ1 = (ΘσΓ1
(ξ)/ðξ1 , δσΓ1

(ξ)/Ωξ1 , ψσΓ1
(ξ)/Λξ1)

and

Γ2 = (ΘσΓ2
(ξ)/ðξ2 , δσΓ2

(ξ)/Ωξ2 , ψσΓ2
(ξ)/Λξ2)

be two SV-NPHFNs. The following are the basic set theoretic operations:

(1) Γ1 ∪ Γ2 =


⋃

Θ1∈ΘσΓ1
, ð1∈ðξ1

Θ2∈ΘσΓ2
, ð2∈ðξ2

max (Θ1,Θ2) ,
⋃

δ1∈δσΓ1
, Ω1∈Ωξ1

δ2∈δσΓ2
, Ω2∈Ωξ2

min (δ1, δ2) ,
⋃

λ1∈ψσΓ1
, Λ1∈Ωξ1

λ2∈ψσΓ2
, Λ2∈Ωξ2

min (λ1, λ2)

 ;

(2) Γ1 ∩ Γ2 =


⋃

Θ1∈ΘσΓ1
, ð1∈ðξ1

Θ2∈ΘσΓ2
, ð2∈ðξ2

min (Θ1,Θ2) ,
⋃

δ1∈δσΓ1
, Ω1∈Ωξ1

δ2∈δσΓ2
, Ω2∈Ωξ2

max (δ1, δ2) ,
⋃

λ1∈ψσΓ1
, Λ1∈Ωξ1

λ2∈ψσΓ2
, Λ2∈Ωξ2

max (λ1, λ2)

 ;

(3) Γc
1 =

{
ψσΓ1

(ξ)/Λξ1 , δσΓ1
(ξ)/Ωξ1 ,ΘσΓ1

(ξ)/ðξ1

}
.

Definition 10. [42] Let ζ be the universal set and ℏ ⊆ ζ× ζ be a (crisp) relation.
Then
(1) ℏ is reflexive if (δ, δ) ∈ ℏ, for each δ ∈ ζ;
(3) ℏ is symmetric if ∀δ, a ∈ ζ, (δ, a) ∈ ℏ, then (a, δ) ∈ ℏ;
(4) ℏ is transitive if ∀ δ, a, b ∈ ζ, (δ, a) ∈ ζ and (a, b) ∈ ℏ −→ (δ, b) ∈ ℏ.
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3. SINGLE-VALUED NAUTROSOPHIC PROBABILISTIC
HESITANT FUZZY DOMBI ARITHMETIC OPERATORS

Definition 11. Suppose that α and β are two real numbers with σ(ξ) hesitant
function and Ωσ(ξ) is . Then, the Dombi T − norm and T − conorm between α
and β is defined as:

OD(α, β) =

 1

1 +
{
(
1−ασ(ξ)
ασ(ξ)

)Υ + (
1−βσ(ξ)
βσ(ξ)

)Υ
}1/Υ

 /Ωσ(ξi),

OcD(α, β) =

1− 1

1 +
{

1−ασ(ξ)
ασ(ξ)

)Υ + (
1−βσ(ξ)
βσ(ξ)

)Υ
}1/Υ′

 /Ω
′

σ(ξi)

where possibilities with the property that ⊕si=1Ωσi
= 1, Υ ≥ 1 and (α, β) ∈ [0, 1]×

[0, 1].

Here, some Dombi operators for single valued neutrosophic probabilistic hesitant
fuzzy sets (SV-NPHFSs) are defined using T-norm and T-conorm.

Definition 12. Suppose Γ1 = (Θ1, δ1, ψ1) and Γ2 = (Θ2, δ2, ψ2) are two single
valued neutrosophic numbers (SV-NNs) with hasitancy σ(ξ),and probability func-
tions Ωσ(ξ),Λσ(ξ), ωσ(ξ) satisfying Ωσ(ξ) + Λσ(ξ) + ωσ(ξ) = 1, Υ ≥ 1 and λ > 0.
Then, the Dombi T-norm and T-conorm operations of SV-NPHFNs are defined
as:

1 Γ1 ⊕ Γ2 =



〈
1− 1

1+

{(
Θ1σ(ξ)

1−Θ1σ(ξ)

)Υ

+

(
Θ2σ(ξ)

1−Θ2σ(ξ)

)Υ}1/Υ

〉
/Ωσ(ξ),

〈
1

1+

{(
1−δ1σ(ξ)
δ1σ(ξ)

)Υ

+

(
1−δ2σ(ξ)
δ2σ(ξ)

)Υ
}1/Υ

〉
/Λσ(ξ),

〈
1

1+

{(
1−v1σ(ξ)
v1σ(ξ)

)Υ

+

(
1−v2σ(ξ)
v2σ(ξ)

)Υ
}1/Υ

〉
/ωσ(ξ)


;

2 Γ1 ⊗ Γ2 =



〈
1

1+

{(
Θ1σ(ξ)

1−Θ1σ(ξ)

)ρ
+

(
Θ2σ(ξ)

1−Θ2σ(ξ)

)Υ
}1/Υ

〉
/Ωσ(ξ),

〈
1− 1

1+

{(
1−δ1σ(ξ)
δ1σ(ξ)

)Υ

+

(
1−δ2σ(ξ)
δ2σ(ξ)

)Υ
}1/Υ

〉
/Λσ(ξ),

〈
1− 1

1+

{(
1−v1σ(ξ)
v1σ(ξ)

)Υ

+

(
1−v2σ(ξ)
v2σ(ξ)

)Υ
}1/Υ

〉
/ωσ(ξ)


;
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3 λΓ1 =



〈
1− 1

1+

{
λ

(
Θ1σ(ξ)

1−Θ1σ(ξ)

)Υ
}1/Υ

〉
/Ωσ(ξ),

〈
1

1+

{
λ

(
1−δ1σ(ξ)
δ1σ(ξ)

)Υ
}1/Υ

〉
/Λσ(ξ),

〈
1

1+

{
λ

(
1−ψ1σ(ξ)
ψ1σ(ξ)

)Υ
}1/Υ

〉
/ωσ(ξ)


;

4 Γλ1 =



〈
1

1+

{
λ

(
Θ1σ(ξ)

1−Θ1σ(ξ)

)Υ
}1/Υ

〉
/Ωσ(ξ),

〈
1− 1

1+

{
λ

(
1−δ1σ(ξ)
δ1σ(ξ)

)Υ
}1/Υ

〉
/Λσ(ξ),

〈
1− 1

1+

{
λ

(
1−ψ1σ(ξ)
ψ1σ(ξ)

)Υ
}1/Υ

〉
/ωσ(ξ)


.

3.1. Dombi weighted arithmetic aggregation operations of single valued
neutrosophic probabilistic hesitant fuzzy Numbers

In this section two dombi operators fro single valued neutrosophic probabilis-
tic hesitant fuzzy numbers (SV-NPHFNs), single-valued neutrosophic probabilis-
tic hesitant fuzzy Dombi weighted arithmetic average (SV-NPHFDWAA) operator
and single-valued neutrosophic probabilistic hesitant fuzzy Dombi weighted arith-
metic geometric (SV-NPHFDWAG) operator are defined. Also we defined some
properties for these operators.

Definition 13. Γτ =
(
Θτστ (ξ)

/Ωστ (ξ), δτστ (ξ)
/Λστ (ξ), ψτστ (ξ)

/ωστ (ξ)
)
, τ = 1, 2, ..., n,

is a collection of SV-NPHFNs and ℶ = (ℶ1,ℶ2, ...,ℶn) are the weight vector for

Γτ with ℶτ ∈ [0, 1] and
n∑
τ=1

ℶτ = 1 and Ωσ(ξ) + Λσ(ξ) + ωσ(ξ) = 1. Then, the

SV-NPHFDWAA and SV-NPHFDWAG operators are defined, as follows:

SV −NPHFDWAA (Γ1,Γ2, ...,Γn) =

n⊕
τ=1

ℶτΓτ ;

SV −NPHFDWAG(Γ1,Γ2, ...,Γn) =

n⊕
τ=1

Γℶτ
τ

Theorem 1. Suppose that Γτ =
(
Θτστ (ξ)

/Ωστ (ξ), δτστ (ξ)
/Λστ (ξ), ψτστ (ξ)

/ωστ (ξ)
)
,

τ = 1, 2, ..., n, is the collection of SV-NPHFNs and ℶ = (ℶ1,ℶ2, ...,ℶn) are the

weight vector for Γτ with ℶτ ∈ [0, 1] and
n∑
τ=1

ℶτ = 1 and Ωσ(ξ)+Λσ(ξ)+ωσ(ξ) = 1.
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Then, the aggregated value for the SV-NPHFDWAA operator is a SV-NPHFN,
that can be calculated as following:

Theorem 2.

SV −NPHFDWAA(Γ1,Γ2, ...,Γn)

=



〈
1

1+

{
n∑
τ=1

ℶτ
( Θτ

στ (ξ)
1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

n∑
τ=1

Ωστ (ξ),

〈
1− 1

1+

{
n∑
τ=1

ℶτ

(
1−δτ

στ (ξ)
δτ
στ (ξ)

)Υ}1/Υ
′

〉
/

n∑
τ=1

Λστ (ξ),

〈
1− 1

1+

{
n∑
τ=1

ℶτ

(
1−ψτ

στ (ξ)
ψτ
στ (ξ)

)Υ}1/Υ

〉
/

n∑
τ=1

ωστ (ξ)


using the mathematical induction method, we can prove the above Theorem 1.

Proof. At n = 2, Dombi operators for SV-NPHFNs are obtained as following:

SV −NPHFDWAG(Γ1,Γ2, ...,Γn) = Γ1 ⊕ Γ2

=



〈
1− 1

1+

{
ℶ1

(
Θ1σ1(ξ)

1−Θ1σ1(ξ)

)Υ

+ℶ2

(
Θ2σ2(ξ)

1−Θ2σ2(ξ)

)Υ
}1/Υ

′

〉
/

2∑
τ=1

Ωστ (ξ),

〈
1

1+

{
ℶ1

(
1−δ1σ1(ξ)
δ1σ1(ξ)

)Υ

+ℶ2

(
1−δ2σ2(ξ)
δ2σ2(ξ)

)Υ
}1/Υ

′

〉
/

2∑
τ=1

Λστ (ξ),

〈
1

1+

{
ℶ1

(
1−ψ1σ1(ξ)
ψ1σ1(ξ)

)Υ

+ℶ2

(
1−ψ2σ2(ξ)
ψ2σ2(ξ)

)Υ
}1/Υ

〉
/

2∑
τ=1

ωστ (ξ)


At n = κ, we obtained the following equations:

SV −NPHFDWAA (Γ1,Γ2, ...,Γn)

=



〈
1− 1

1+

{
κ∑
τ=1

ℶτ
(

Θτστ (ξ)
1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Ωστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Λστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

κ∑
τ=1

ωστ (ξ)


.
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At n = κ+ 1, we obtained the following result:
SV −NPHFDWAA(Γ1,Γ2, ...,Γn)

=



〈
1− 1

1+

{
κ∑
τ=1

ℶτ
(

Θτστ (ξ)
1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Ωστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Λστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

κ∑
τ=1

ωστ (ξ)


⊕ ℶκ + Γκ + 1

=



〈
1− 1

1+

{
κ∑
τ=1

ℶτ
(

Θτστ (ξ)
1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Ωστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Λστ (ξ),

〈
1

1+

{
κ∑
τ=1

ℶτ
(

1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

κ∑
τ=1

ωστ (ξ)


Hence, prove that theorem is true for n = κ+ 1. Thus, it holds for all n.

Then, the SV-NPHFDWAA operator contains the following properties:
(1) Reducibility: When ℶ = (1/n, 1/n, ..., 1/n), There are obviously excep-

tions.

SV −NPHFDWAA (Γ1,Γ2, ...,Γn)

=



〈
1− 1

1+

{
κ∑
τ=1

1
n

(
Θτστ (ξ)

1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Ωστ (ξ),

〈
1

1+

{
κ∑
τ=1

1
n

(
1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

κ∑
τ=1

Λστ (ξ),

〈
1

1+

{
κ∑
τ=1

1
n

(
1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

κ∑
τ=1

ωστ (ξ)


.

(2) Indempotency: Suppose that all the SV-NPHFNs are
Γτ =

(
Θτστ (ξ)

/Ωστ (ξ), δτστ (ξ)
/Λστ (ξ), ψτστ (ξ)

/ωστ (ξ)
)
, τ = 1, 2, ..., n, is the col-

lection of
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SV-NPHFNs and ℶ = (ℶ1,ℶ2, ...,ℶn) are the weight vector for Γτ with ℶτ ∈
[0, 1] and

n∑
τ=1

ℶτ = 1 and Ωσ(ξ) + Λσ(ξ) + ωσ(ξ) = 1.

Then, SV-NPHFDWAA (Γ1,Γ2, ...,Γn) = Γ.
(3) Commutativity: Let the SV-NPHFS (Γ

′

1,Γ2′ , ...,Γ
′

n) be any permutation

of (Γ1,Γ2, ...,Γn). Then there is SV − NNPHFDWAA(Γ
′

1,Γ2′ , ...,Γ
′

n) = SV −
NPHFDWAA(Γ1,Γ2, ...,Γn).

(4) Boundedness: Let Γmin = min(Γ1,Γ2, ...,Γn) and
Γmax = max(Γ1,Γ2, ...,Γn). Then, Γmin ≤ SV−NPHFDWAA(Γ1,Γ2, ...,Γn) ≤

Γmax.

Proof. (1) According to the Theorem 1, the property is apparent.
(2) Since Γτ = (Θτ , δτ , ψτ ) ; τ = 1, 2, ..., n. Then, by using Theorem 1, we can

obtained the result as following:

SV −NPHFDWAA(Γ1,Γ2, ...,Γn)

=



〈
1− 1

1+

{
n∑
τ=1

ℶτ
(

Θτστ (ξ)
1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

n∑
τ=1

Ωστ (ξ),

〈
1

1+

{
n∑
τ=1

ℶτ
(

1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

n∑
τ=1

Λστ (ξ),

〈
1

1+

{
n∑
τ=1

ℶτ
(

1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

n∑
τ=1

ωστ (ξ)



=



〈
1

1+

{(
Θτστ (ξ)

1−Θτστ (ξ)

)Υ
}1/Υ

′

〉
/

n∑
τ=1

Ωστ (ξ),

〈
1− 1

1+

{(
1−δτστ (ξ)
δτστ (ξ)

)Υ
}1/Υ

′

〉
/

n∑
τ=1

Ωστ (ξ),

〈
1− 1

1+

{
λ

(
1−ψτστ (ξ)
ψτστ (ξ)

)Υ
}1/Υ

〉
/

n∑
τ=1

Ωστ (ξ)



=



1− 1

1+
Θ
σ(ξ)

1−Θ
σ(ξ)

 /Ωσ(ξ),(
1

1+
δ
σ(ξ)

δσ(ξ)−Θσ(ξ)

)
/Λσ(ξ),(

1

1+
ψσ(ξ)

ψσ(ξ)−Θσ(ξ)

)
/ωσ(ξ)


= ⟨Θ, δ, ψ⟩ = Γ.
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Hence SV − NPHFDWAA(Γ1,Γ2, ...,Γn) = Γ holds (3) The property is
apparent. (4) Suppose Γmin = min(Γ1,Γ2, ...,Γn) = ⟨Θ−, δ−, ψ−⟩ and Γmax =
max(Γ1,Γ2, ...,Γn) = ⟨Θ+, δ+, ψ+⟩. Then, we have Θ− = min

τ
(Θτ ), δ

− = max
τ

(δτ ), ψ
− =

max
τ

(ψτ ),Θ
+ = max

τ
(Θτ ), δ

+ = min
τ

(δτ ) and ψ
+ = max

τ
(δτ ).

Thus, the results are as following inequalities:

1− 1

1+{
n∑
τ=1

ℶτ (
Θ

−
τστ (ξ)

1−Θ
−
τστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Ωστ (ξ) ≤

1− 1

1+{
n∑
τ=1

ℶτ (
Θτστ (ξ)τ

1−Θττστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Λστ (ξ)

≤

1− 1

1+{
n∑
τ=1

ℶτ (
Θ

+
τστ (ξ)

1−Θ
+
τστ (ξ)

)Υ}1/Υ
′

 /
n∑
τ=1

ωστ (ξ)


;



 1

1+{
n∑
τ=1

ℶτ (
1−δ+τστ (ξ)

δ
+
τστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Ωστ (ξ) ≤

 1

1+{
n∑
τ=1

ℶτ (
1−δτστ (ξ)
δτστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Λστ (ξ)

≤

 1

1+{
n∑
τ=1

ℶτ (
1−δ−τστ (ξ)

δ
−
τστ (ξ)

)Υ}1/Υ
′

 /
n∑
τ=1

ωστ (ξ)




 1

1+{
n∑
τ=1

ℶτ (
1−ψ+

τστ (ξ)

ψ
+
τστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Ωστ (ξ) ≤

 1

1+{
n∑
τ=1

ℶτ (
1−ψτστ (ξ)
ψτστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

Λστ (ξ)

≤

 1

1+{
n∑
τ=1

ℶτ (
1−ψ−

τστ (ξ)

ψ
−
τστ (ξ)

)Υ}1/Υ

 /
n∑
τ=1

ωστ (ξ)


.

Hence Γmin ≤ SV −NPHFDWAA(Γ1,Γ2, ...,Γn) ≤ Γmax holds.

Theorem 3. Suppose Γτ =< Θτ , δτ , ψτ > (τ = 1, 2, ..., n) be a collection of SV-
NPHFNs and ℶ = (ℶ1,ℶ2, ...,ℶn) are the weight vector for Γτ with ℶτ ∈ [0, 1]

and
n∑
τ=1

ℶτ = 1. Then, the aggregated value of the SV-NDWAA operator is still a

SV-NN, which is calculated by the following formula:

(1) Reducibility: When the weight vector is ℶ = (1/n, 1/n, ..., 1/n), it is apparent
that there exists the following result:

SV −NPHFDWAG(Γ1,Γ2, ...,Γn)
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=



1− 1

1+{
κ∑
τ=1

1
n (

1−Θτστ (ξ)
Θτστ (ξ)

)Υ}1/Υ
′

 /
κ∑
τ=1

Ωστ (ξ), 1

1+{
κ∑
τ=1

1
n (

δτστ (ξ)
1−δτστ (ξ)

)Υ}1/Υ
′

 /
κ∑
τ=1

Λστ (ξ), 1

1+{
κ∑
τ=1

1
n (

ψτστ (ξ)
1−ψτστ (ξ)

)Υ}1/Υ

 /
κ∑
τ=1

ωστ (ξ).


.

The proof of Theorem 2 is as for Theorem 1. Thus, it is as following.
(2) Indempotency: Suppose all the SV-NPHFNs be Γτ = (Θτ , δτ , ψτ ) ; τ =
1, 2, ..., n. Then,

SV −NPHFDWAG(Γ1,Γ2, ...,Γn) = Γ.

(3) Commutativity: Suppose the SV-NPHFS (Γ
′

1,Γ2′ , ...,Γ
′

n) is any permutation
for (Γ1,Γ2, ...,Γn). Then,

SV −NPHFDWAG(Γ
′

1,Γ2′ , ...,Γ
′

n) = SV −NPHFDWAG(Γ1,Γ2, ...,Γn).

(4) Boundedness: Suppose that Γmin = min(Γ1,Γ2, ...,Γn) and Γmax =
max(Γ1,Γ2, ...,Γn). Then,

Γmin ≤ SV −NPHFDWAG(Γ1,Γ2, ...,Γn) ≤ Γmax.

The proving process for these properties is the same as for the SV-NPHFDWAA
operator’s properties. As a result, they are not repeated here.

4. MADM METHOD USING THE SV-NDWAA OPERATOR AND
THE SV-NDWAG OPERATOR

To resolve MADM issues with SV-NPHFNs in this area, we will make use
of a MADM mentioned by the SV-NPHFDWAA and SV-NPHFDWAG opera-
tors. In order to give a handling strategy for MADM circumstances involving
SV-NPHFNs, we use the SV-NPHFDWAA and SV-NPHFDWAG operators. This
handling method can be summarised as follows:

The following are the main steps for MADM:

Step-1 Build the experts’ assessment matrices as

(E)ĵ =


σ(ξ ĵ11) σ(ξ ĵ12) · · · σ(ξ ĵ1j)

σ(ξ ĵ21) σ(ξ ĵ22) · · · σ(ξ ĵ2j)

σ(ξ ĵ31) σ(ξ ĵ32) · · · σ(ξ ĵ3j)
...

...
. . .

...

σ(ξ ĵi1) σ(ξ ĵi2) · · · σ(ξ ĵij)


where ĵ shows the experts.
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Step-2 Review the normalised experts matices (N)ĵ , as follows:

(N)ĵ =
{

σ(ξij) = σ (ξij) if For benefit
(σ(ξij))

c
= (σ (ξij))

c
if For non-benefit

Step-3 Utilize the SV-NPHFDWAA and SV-NPHFDWAA aggregation opera-
tions to analyze the gathered SV-neutrosophic hesitant fuzzy data of decision
makers.

Γi = SV −NPHFDWAA(Γi1,Γi2, ...,Γin)

=



1− 1

1+{
n∑
τ=1

ℶτ (
Θiτσiτ (ξ)

1−Θiτσiτ (ξ)
)Υ}1/Υ

′

 /
n∑
τ=1

Ωστ (ξ),

 1

1+{
n∑
τ=1

ℶτ (
1−δiτσiτ (ξ)

δiτσiτ (ξ)
)Υ}1/Υ

′

 /
n∑
τ=1

Λστ (ξ), 1

1+{
n∑
τ=1

ℶτ (
1−ψiτσiτ (ξ)

ψiτσiτ (ξ)
)Υ}1/Υ

 /
n∑
τ=1

ωστ (ξ)


,

Γi = SV −NPHFDWAG(Γi1,Γi2, ...,Γin)

=



 1

1+{
n∑
τ=1

ℶτ (
1−Θiτσiτ (ξ)

Θiτσiτ (ξ)
)Υ}1/Υ

′

 /
n∑
τ=1

Ωστ (ξ),

1− 1

1+{
n∑
τ=1

ℶτ (
δiτσiτ (ξ)

1−δiτσiτ (ξ)
)Υ}1/Υ

′

 /
n∑
τ=1

Λστ (ξ), 1

1+{
n∑
τ=1

ℶτ (
ψiτσiτ (ξ)

1−ψiτσiτ (ξ)
)Υ}1/Υ

 /
n∑
τ=1

ωστ (ξ)


,

where ℶ = (ℶ1,ℶ2, ...,ℶn) is weight vector ℶτ ∈ [0, 1] and
n∑
τ=1

ℶτ = 1.

Step-4 Using the suggested aggregation information, assess the aggregated SV-
NPHFNs for each alternative that is being investigated in relation to the
provided set of requirements.

Step-5 To rank the alternatives based on the scoring function, enter,

∆(σ(ξ)) =
1

3



2 +

 1
Yζ

∑
Θσξ∈Θσσ(ξ) ,Ωσξ∈Ωσξ

(Θσξ × Ωσξ)

− 1
Yζ

∑
δσξ∈δσσ(ξ) ,Λσξ∈Λσξ

(δσξ × Λσξ)

− 1
Yζ

∑
ησξ∈ψσσ(ξ) ,Ωσξ∈Ωσξ

(ησξ × ωσξ)




,

Step-6 Sort all of the alternate results in decreasing order. The superior or ideal
alternative will be the one with greater value.
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All steps of the algorithm are shown in Figure 1.

Figure 1: Graphical overview of the algorithm

5. CASE STUDY

Social media refers to websites and programmes that priorities cooperation,
content sharing, engagement, and community-based feedback. People connect
and communicate with their friends, family, and other communities using social
media. It is a helpful tool for talking with individuals locally and internationally
as well as for generating, sharing, and spreading information. Social media has
the power to influence consumer buying decisions through reviews, advertising,
and marketing tactics. Due to social media’s recent technological development,
little research has been done to ascertain whether using it might have favourable
or unfavourable long-term repercussions. But a significant link has been found
by multiple research between excessive social media use and an increased risk of
depression, anxiety, loneliness, self-harm, and even suicidal ideation.

This is a straightforward method of making money on social media and is re-
ferred to as ”sponsored posting.” When a user clicks on the sponsored post that a
business has sponsored to appear on a relevant page, you get paid. This is an effec-
tive strategy to use a sizable social media following. Most social networking sites
include a framework for sponsored posts. Even the straight sign-up for Twitter’s
sponsored postings is available. To match your business with pertinent topics and
begin making money with each appropriate tweet, visit Sponsored Tweets. With
the help of its Amazon Associate programme, Amazon makes it simple to promote
affiliate products. Amazon will give you a small percentage for any sale that re-
sults from the link you post. Visit their website for more details on how to sign
up for the Amazon affiliate programme.
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It’s not about how many people ”like” your postings that social media use in
the classroom is on the rise. Students’ ability to develop their creative, critical
thinking, and communication skills can be accelerated in some ways when using
social media because of the collaborative setting and open forum it promotes as well
as the quick information exchange it allows. Social media stimulates independent
thinking and inquiry, preparing students for life after school. When these social
media skills are strengthened in a classroom environment, they can be guided and
enhanced to produce superior learning outcomes and critical awareness.

Due to the fact that so many kids are accustomed to social media and technol-
ogy, incorporating their use into the classroom is more natural than ever. Every
social media site has a variety of educational applications, including sharing an-
nouncements, hosting live lectures, and much more. First, social media gives
students, instructors, and parents a smoother, more direct way to communicate.
They can check in and ask or answer questions. There are more chances for e-
learning thanks to social media. Social networking may assist in teaching students
how to work remotely, which is a vital lesson as remote employment and online
education grow in popularity. Before adopting social media in education, it’s crit-
ical to understand its effects, but we firmly believe that it will increase students’
technological proficiency.

5.1. Numerical example

Someone is interested to take survey about social media. He wants to check how
this media platforms are affecting our youth and provide earnings as well as Learn-
ing different knowledge for improving themselves for our youngster. He decide to
make a group of four experts for different social media platforms (δ1 =YouTube, δ2
=Instagram, δ3 = Facebook, δ4 =Twitter) for taking a views about these plat-
forms. This group create parameters for comparisons of different platforms with
their earning and learning point of view to check which platform is doing his best
to provide best opportunities for earnings as well as learning. We set the four
parameters (Φı1 =Earning,Φı2 =Learning,Φı3 =Fun,Φı4 = Advertising) and collect
the data from experts.

Step-1 The information of professional expert is given in Table 1(a)-1(d) in the
form of SV-NPHFNs.

Table 1(a): Expert information

Φı1 Φı2

δ1

 (0.5/0.5, 0.2/0.5) ,
(0.6/0.6, 0.3/0.4) ,

(0.3/1.0)

  (0.3/1.0) ,
(0.9/1.0) ,

(0.1/0.3, 0.7/0.7)


δ2

 (0.4/0.1, 0.6/0.9) ,
(0.7/1.0) ,

(0.8/0.4, 0.9/0.6)

  (0.8/1.0) ,
(0.2/0.5, 0.5/0.5) ,

(0.9/1.0)
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Table 1(b): Expert information

Φı3 Φı4

δ1

 (0.4/0.8, 0.5/0.2) ,
(0.6/1.0) ,
(0.4/1.0)

  (0.2/1.0) ,
(0.3/1.0) ,

(0.2/0.4, 0.3/0.6)


δ2

 (0.2/1.0) ,
(0.6/0.7, 0.3/0.3) ,

(0.4/1.0)

  (0.9/1.0) ,
(0.4/1.0) ,
(0.4/1.0)


Table 1(c): Expert information

Φı1 Φı2

δ3

 (0.5/1.0) ,
(0.6/0.6, 0.3/0.4) ,
(0.3/0.7, 0.4/0.3

  (0.5/0.7, 0.2/0.2, 0.9/0.1) ,
(0.3/1.0) ,

(0.3/0.2, 0.4/0.8)


δ4

 (0.2/1.0) ,
(0.8/1.0) ,
(0.4/1.0)

  (0.2/1.0) ,
(0.6/0.4, 0.4/0.4, 0.3/0.2) ,

(0.4/1.0)


Table 1(d): Expert information

Φı3 Φı4

δ3

 (0.9/1.0) ,
(0.4/1.0) ,
(0.1/1.0)

  (0.5/1.0) ,
(0.3/1.0) ,
(0.4/1.0)


δ4

 (0.2/1.0) ,
(0.1/1.0) ,

(0.5/0.3, 0.3/0.2, 0.4/0.5)

  (0.2/0.8, 0.5/0.1, 0.2/0.1) ,
(0.6/1.0) ,
(0.1/1.0)


Step-2 Expert opinion is of the beneficiary type. As a result, we don’t need to

normalize the SV-NPHFNs in this context.

Step-3 The following aggregation operators are used to evaluate the alternative’s
aggregation details under the given list of attributes:

Case 1: Table 2 shows the results of aggregation using the SV-NPHFDWAA
and SV-NPHFDWAG operator.

Table 2(a): Aggregated details using SV −NPHFDWAA

δ1

 {0.2787/0.4, 0.3921/0.1, 0.3250/0.4, 0.3432/0.1} ,
{0.4797/0.6, 0.4524/0.4},

{0.2631/0.12, 0.2371/0.18, 0.3841/0.28, 0.4123/0.42}


δ2

 {0.5619/0.1, 0.5353/0.9} ,
{0.3441/0.35, 0.3268/0.15, 0.4330/0.35, 0.4431/0.15} ,

{0.3578/0.4, 0.4563/0.6}
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Table 2(b): Aggregated information using SV −NPHFDWAA

δ3

 {0.6383/0.7, 0.5956/0.2, 0.7271/0.1, } ,
{0.2974/0.6, 0.3466/0.4},

{0.2367/0.14, 0.3172/0.56, 0.3184/0.06, 0.2976/0.24},


δ4

 {0.2329/0.8, 0.2148/0.1, 0.2231/0.1} ,
{0.2816/0.4, 0.2472/0.4, 0.2552/0.2} ,
{0.3112/0.3, 0.2601/0.2, 0.3132/0.5}


Case-2: Applying the SV-NPHFDWAG operator to aggregate information
as stated above, followed by the scoring function.

Step-5 Table 3 displays the score values for all alternatives with established ag-
gregation operations.

Table 3: Score Values

Operators ∆ (δ1) ∆ (δ2) ∆ (δ3) ∆ (δ4)

SV −NPHFDWAA 0.3527 0.3154 0.3291 0.3412
SV −NPHFDWAG 0.4162 0.3419 0.3954 0.3578

Step-6 Rank the alternatives δκ(κ = 1, 2, ...., 4) is enclosed in Table 4.

Table 4: Ranking of the alternatives

Operators Score Best Alternative

SV −NPHFDWAA ∆(δ1) > ∆(δ4) > ∆(δ3) > ∆(δ2) δ1
SV −NPHFDWAG ∆(δ1) > ∆(δ3) > ∆(δ4) > ∆(δ2) δ1

From the aforementioned computational procedure, we deduced that δ1 is the
best option out of the bunch and is therefore strongly advised. Figure 2 shows the
ranking.

Figure 2: Numerical Comparison
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6. RELIABILITY AND VALIDITY TEST

Choosing the best choice from the group’s evaluation criteria is a difficult pro-
cess in reality. Wang and Triantaphyllou proposed a method for evaluating the
reliability and validity of DM systems [45]. The following is the testing technique.
Test Step-1: The right and effective MAGDM strategy is to provide the appro-
priate alternative with no change and also without modifying the similar position
of each choice criterion in order to replace the weaker element of the alternative
with the normalised element.
Test Step-2: The transitive property must be fulfilled using a MAGDM tech-
nique that is both efficient and accurate.
Test Step-3: when a significant MAGDM problem is lowered to a small problem.
The un-decomposed problem’s original rating should be reflected in the combined
alternative rating. To rank the alternative, we employ the same strategies em-
ployed in the MAGDM problem on smaller difficulties.
The MAGDM issue was reduced to a smaller one and the same suggested DM
technique was used in order to achieve the best results. We may apply the same
strategy to a little issue and obtain the same result as with the MAGDM problem,
making MAGDM an appropriate and useful technique.

6.1. Validity test the proposed DM methodology

In this section [45], We examine the adequacy and validity of our established
strategy using the proficiency and validity of the abovementioned test. The SV -
NPHF information is enclosed in the Table 5 as follows:

Table 5(a): Expert information

Φı1 Φı2

δ1

 (0.5/0.5, 0.2/0.5) ,
(0.6/0.6, 0.3/0.4) ,

(0.3/1.0)

  (0.3/1.0) ,
(0.9/1.0) ,

(0.1/0.3, 0.7/0.7)


δ2

 (0.4/0.1, 0.6/0.9) ,
(0.7/1.0) ,

(0.8/0.4, 0.9/0.6)

  (0.8/1.0) ,
(0.2/0.5, 0.5/0.5) ,

(0.9/1.0)


Table 5(b): Expert information

Φı3 Φı4

δ1

 (0.4/0.8, 0.5/0.2) ,
(0.6/1.0) ,
(0.4/1.0)

  (0.2/1.0) ,
(0.3/1.0) ,

(0.2/0.4, 0.3/0.6)


δ2

 (0.2/1.0) ,
(0.6/0.7, 0.3/0.3) ,

(0.4/1.0)

  (0.9/1.0) ,
(0.4/1.0) ,
(0.4/1.0)
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Table 5(c): Expert information

Φı1 Φı2

δ3

 (0.5/1.0) ,
(0.6/0.6, 0.3/0.4) ,
(0.3/0.7, 0.4/0.3

  (0.5/0.7, 0.2/0.2, 0.9/0.1) ,
(0.3/1.0) ,

(0.3/0.2, 0.4/0.8)


δ4

 (0.2/1.0) ,
(0.8/1.0) ,
(0.4/1.0)

  (0.2/1.0) ,
(0.6/0.4, 0.4/0.4, 0.3/0.2) ,

(0.4/1.0)


Table 5(d): Expert information

Φı3 Φı4

δ3

 (0.9/1.0) ,
(0.4/1.0) ,
(0.1/1.0)

  (0.5/1.0) ,
(0.3/1.0) ,
(0.4/1.0)


δ4

 (0.2/1.0) ,
(0.1/1.0) ,

(0.5/0.3, 0.3/0.2, 0.4/0.5)

  (0.2/0.8, 0.5/0.1, 0.2/0.1) ,
(0.6/1.0) ,
(0.1/1.0)


Test Step 1:-In this stage, we replace the poorer part of the alternative by provid-
ing the appropriate alternative with no changes and no changes to the comparable
positions of each selection criterion. Table 6 enclosed the updated decision matrix

Table 6(a): Update Expert information

Φı1 Φı2

δ1

 (0.3/1.0) ,
(0.6/0.6, 0.3/0.4) ,
(0.5/0.5, 0.2/0.5)

  (0.3/1.0) ,
(0.9/1.0) ,

(0.1/0.3, 0.7/0.7)


δ2

 (0.8/0.4, 0.9/0.6) ,
(0.7/1.0) ,

(0.4/0.1, 0.6/0.9)

  (0.8/1.0) ,
(0.2/0.5, 0.5/0.5) ,

(0.9/1.0)


Table 6(b): Update Expert information

Φı3 Φı4

δ1

 (0.4/1.0) ,
(0.6/1.0) ,

(0.4/0.8, 0.5/0.2)

  (0.2/1.0) ,
(0.3/1.0) ,

(0.2/0.4, 0.3/0.6)


δ2

 (0.4/1.0) ,
(0.6/0.7, 0.3/0.3) ,

(0.2/1.0)

  (0.9/1.0) ,
(0.4/1.0) ,
(0.4/1.0)
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Table 6(c): Update Expert information

Φı1 Φı2

δ3

 (0.5/1.0) ,
(0.6/0.6, 0.3/0.4) ,
(0.3/0.7, 0.4/0.3

  (0.3/0.2, 0.4/0.8) ,
(0.3/1.0) ,

(0.5/0.7, 0.2/0.2, 0.9/0.1)


δ4

 (0.2/1.0) ,
(0.8/1.0) ,
(0.4/1.0)

  (0.4/1.0) ,
(0.6/0.4, 0.4/0.4, 0.3/0.2) ,

(0.2/1.0)


Table 6(d): Update Expert information

Φı3 Φı4

δ3

 (0.9/1.0) ,
(0.4/1.0) ,
(0.1/1.0)

  (0.4/1.0) ,
(0.3/1.0) ,
(0.5/1.0)


δ4

 (0.2/1.0) ,
(0.1/1.0) ,

(0.5/0.3, 0.3/0.2, 0.4/0.5)

  (0.1/1.0) ,
(0.6/1.0) ,

(0.2/0.8, 0.5/0.1, 0.2/0.1)


Using the suggested set of SV-neutrosophic probabilistic hesitant fuzzy Dombi
aggregation operators, we now calculate the combined preference values of each
alternative under the criterion weight w = (0.1, 0.3, 0.4, 0.2)

T
as follows:

Case-I:Aggregated information using SV-NPHFDWAA and SV-NPHFDWAG
operators. Now Apply the score function and we can obtained the result as given
in Table 7.

Table 7: Score Values

Operators ∆ (δ1) ∆ (δ2) ∆ (δ3) ∆ (δ4)

SV-NPHFDWAA(updated) 0.3566 0.3106 0.3512 0.3481
SV-NPHFDWAG(updated) 0.4193 0.3142 0.3491 0.3241

Rank the alternatives δκ(κ = 1, 2, ...., 4) is enclosed in Table 8.

Table 8: Ranking of the alternatives

Operators Score Best Altern.

SV-NPHFDWAA(updated) ∆ (δ1) > ∆(δ3) > ∆(δ4) > ∆(δ2) δ1
SV-NPHFDWAG(updated) ∆ (δ1) > ∆(δ3) > ∆(δ4) > ∆(δ2) δ1

We get again the same alternative δ1 by using the test step-1, which is also
obtained by applying of our suggested method. Numerical comparison for validity
test is shown in Figure-3.

Test Step-2 & 3 We are now testing the validity test steps-2 & 3 to demonstrate
that the proposed approach is reliable and relevant. To this end, we first trans-
formed the MAGDM problem into three smaller sub-problems such as {δ2, δ1, δ4},
{δ1, δ4, δ3} and {δ2, δ4, δ3}. We now implement our suggested decision-making ap-
proach to the smaller problems that have been transformed and give us the ranking
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Figure 3: Numerical Comparison for Validity Test

of alternatives as: δ1 > δ3 > δ2, δ1 > δ3 > δ4 and δ3 > δ4 > δ2 respectively. We
analyzed that δ1 > δ3 > δ4 > δ2 is the same as the standard decision-making
approach results when assigning a detailed ranking.

6.2. Advantages

This section explains the benefits of the proposed work over the current work.
These are the benefits of our work:

� In order to overcome the issue of MCDM information representation, SV-
NPHFSs combined SV-NSs and PHFSs. Hence, SV-NPHFSs were essential
in explaining unclear and incomplete MCDM results.

� Starting on probability theory and Bayesian processes, probability with re-
luctant fuzzy sets shown fault tolerance to address the challenge of MCDM
information processing. PHFSs are therefore essential for dealing with in-
complete and noisy data, and they may be thought of as a useful tool for
thorough MCDM information analysis.

� Evaluation professionals are frequently sought for two pieces of information
when dealing with real-world decision-making challenges: their expertise of
the evaluation domains and the effectiveness of the assessment objects. All
of the methods in use today don’t trust the expertise of the experts and
only take into account positive facts. The challenges were present, but our
suggested approachSV-NPHF Dombi arithmatic AOswas successful and sur-
mounted them.

� As a realistic and helpful technique for modelling various uncertainties in
typical MCDM scenarios, SV-NPHFSs were used. By breaking the idea of
Dombi arithmetic into three parts, it is possible to define indefinite and
incomplete MCDM information with precision.
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� Dombi arithmetic can be used to significantly increase the computational
effectiveness of information fusion in MCDM information fusion algorithms.
Moreover, it might be possible to properly estimate the choice risks connected
to information fusion processes.

7. CONCLUSION

We deal with intricate and advanced data every day. In order to work more
effectively and compute thorough information, we developed methodologies and
tools for this type of data. A fundamental cost of aggregation is the expense
of reducing the amount of data to a single value. For situations when each
item has a range of possible values dictated by MD, indeterminacy, and non-
MD, the SV-NPHFS was created as a potent fusion of an SV-NS and PHFS.
Both SV-NPHFWAA and SV-NPHFWAG operators were recommended. The
SV-NPHFWAA and SV-NPHFWAG operators were used as the foundation for
a unique MADM technique. Below we go into more depth about the advantages
of these techniques.

� Initially, the important properties of the idempotency, commutativity, bound-
edness, and monotonicity of the SV-NPHFWAG and SV-NPHFWAA oper-
ators are explored.

� Second, it was shown that the operators we suggested are more flexible than
the prior operators, and we compared the suggested AOs’ flexibility to the
earlier AOs.

� Third, when compared to other existing techniques for MCDM problems
in an SV-NPHF environment, the results produced by the SV-NPHFWAA
and SV-NPHFWAG operators are accurate and dependable, proving their
usefulness in real-world applications.

� The MCDM techniques proposed in this paper are also capable of recog-
nizing more correlation between attributes and alternatives, demonstrating
that they have a higher accuracy and a larger setpoint than the existing
methodologies, which are unable to take into account the inter-relationships
of attributes in practical uses. This shows that by using the MCDM proce-
dures outlined in this paper, many additional links between features may be
discovered.

� Future studies on personalized individual consistency control consensus prob-
lems, consensus building with non-cooperative behaviour management decision-
making problems, and two-sided matching decision-making with multi-granular
and incomplete criteria weight information may make use of the proposed
AOs. This analysis of the restrictions imposed by recommended AOs disre-
gards the levels of participation, abstention, and non-membership. On this
side of the proposed AOs, a new hybrid structure of prioritised, interactive
AOs is being put into place.

� We will study the theoretical underpinnings of SV-NPHFSs for Einstein op-
erations in upcoming work using state-of-the-art decision-making method-
ologies like TOPSIS, VIKOR, TODAM, GRA, and EDAS. We’ll also go
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over the ways in which these techniques are used in a number of disciplines,
including soft computing, robotics, horticulture, intelligent systems, social
sciences, finance, and human resource management.
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