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Abstract: This research article proposes an innovative algorithm for analyzing paral-
lelism in the evolution of hospital building features, with the goal of advancing decision-
making processes in both urban and rural hospitals. As an additional generalization
of the concepts of fuzzy sets, intuitionistic fuzzy sets, single-valued neutrosophic sets,
hesitant fuzzy sets, and probabilistic fuzzy sets this paper proposes a single-valued neu-
trosophic probabilistic hesitant fuzzy set (SV-NPHFS). It is derived from the combina-
tion of single-valued neutrosophic sets, probabilistic fuzzy sets, and hesitant fuzzy sets.
The novel algebraic structure and cosine evaluation function of SV-NPHFSs are then
introduced. In addition, we introduce novel operators: the single-valued neutrosophic
probabilistic hesitant fuzzy weighted geometric (SV-NPHFWG), the single-valued neu-
trosophic probabilistic hesitant fuzzy ordered weighted geometric (SV-NPHFOWG), the
single-valued neutrosophic probabilistic hesitant fuzzy weighted average (SV-NPHFWA),
and the single-valued neutrosophic probabilistic hesitant fuzzy ordered weighted average
(SV-NPHFOWA). More complex links between features and alternatives can be made
with the multi-attribute decision-making procedures outlined in this work. This charac-
teristic highlights their superior practicality and accuracy over existing methods, which
often fail to capture the intricate interplay of elements in real-world scenarios.This demon-
strates that applying the decision-making strategies covered in this article can lead to
the discovery of even additional trait correlations. Finally, we evaluate the performance
of our proposed method on a real choice problem and an experimental comparison. The
results demonstrate that the new method will be more advantageous in a range of appli-
cations where decision-making is uncertain. Figure 1 illustrates all of the manuscript’s
results in a graphical abstract.
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Figure 1: Graphical Abstract
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1. INTRODUCTION

There are significant differences between the economic development of rural
and urban areas, especially in the medical sector. With better equipped hospitals,
sophisticated medical facilities, and a greater concentration of healthcare special-
ists, urban locations typically have a more robust healthcare infrastructure. In
metropolitan environments, access to specialist healthcare services and cutting-
edge medical technologies is frequently greater than in rural ones. Furthermore,
healthcare investments tend to be higher in urban areas, which stimulates more
innovation and research [1, 2]. On the other hand, poor infrastructure, a lack
of medical experts, and restricted availability of healthcare services are common
problems in rural areas. Differences in health outcomes are made worse by the eco-
nomic gap because rural populations may find it more difficult to access timely and
high-quality medical care. To close this disparity, specific funding for rural health-
care infrastructure must be allocated, healthcare workers must be encouraged to
work in rural regions, and technology must be used to support telemedicine and
remote patient care. It will need a coordinated effort to tackle these discrepancies
and make sure that healthcare facilities are available to everyone, everywhere, in
order to achieve fair economic growth in the medical sector [3].

Efficient decision-making for growth in the economy necessitates a sophisticated
strategy that takes into account the various opportunities and constraints that each
location brings, especially in the medical field and in urban as well as rural areas.
Prioritizing community health initiatives, telemedicine projects, and healthcare
infrastructure can improve accessibility to medical services in remote locations.
The logistical challenges of accessing remote communities can also be addressed
by making investments in the training of local healthcare personnel and the de-
ployment of mobile medical units. Prioritizing cutting-edge hospitals, research
institutes, and specific medical facilities can boost the economy in metropolitan
areas. A strong medical ecosystem can be promoted by public-private collabo-
rations and incentives for the development of innovative healthcare technologies.
Adapting plans to the unique requirements of every area promotes a more just and
long-lasting growth of the health care industry, which advances national economic
growth [4]. In the medical fields of both urban and rural areas, where uncer-
tainty and imprecise evidence are prevalent, fuzzy set theory is a useful tool for
decision-making related to economic development. Fuzzy set theory takes degrees
of membership into account and allows for a more nuanced portrayal of real-world
complications than classical set theory, that is based on binary classification (an
element either belonging to a set or it does not). Fuzzy set theory helps decision-
makers deal with the ambiguity and vagueness that are inherent in the data when it
comes to medical resource distribution and planning, where elements like popula-
tion dynamics, changing healthcare requirements, and resource limits are common.
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Because of its adaptability, economic development techniques can be tailored to fit
a variety of dynamic healthcare contexts, leading to more responsive and flexible
approaches in both urban and rural settings. In the end, the use of fuzzy set the-
ory makes decision-making processes more efficient, which leads to better results
while pursuing improved healthcare services and local economic growth. Classical
or crisp techniques of dealing with ambiguity and uncertainty in decision-making
settings may not always be the most successful. Zadeh [5] pioneered the use of
fuzzy sets (FS) to deal with such uncertainty in 1965. In FSs, Zadeh assigns
membership grades to elements of a set in the interval [0,1]. Many set theoretic el-
ements of crisp circumstances were established for fuzzy sets, making Zadeh’s work
in this area notable. Atanassov [6] investigated the intuitionistic fuzzy set (IFS),
a better variation of FS that includes membership and non-membership degrees.
Over the last few decades, IFSs have been shown to be beneficial and regularly
used by scientists to analyst ambiguity and unreliability in data. IFS is supported
by many researchers, including: Xu [7] discussed the algebraic arithmetic aggrega-
tion information (AgIn) under IFSs and how it can be used to difficult real-world
applications. Jiang et al. [8] developed the entropy-based power Agln under IF
information. The Pythagorean Fuzzy Set (PyFS) is a recent active tool for deter-
mining uncertainty in MADM problems [9, 10]. The PyFS is defined as the total
of membership and non-membership degrees that is less than or equal to one. The
PyFS has more users than the IFS. PyFS is the ideal strategy for dealing with
ambiguous problems because all PyF degrees contain IF degrees. Xu and Zhang
[11] mathematically developed the PyFS and introduced the concept of PyFNs,
as well as the theory of PyF TOPSIS for using PyFNs to solve MADM problems.
Peng and Yang [12] created the PyF superiority and inferiority grading process
for MAGDM using PyFNs. James and Beliakov [13] concentrated on the concept
of 7average” and how to create aggregate functions that produce output similar
to typical fuzzy numbers [14]. PyFN is used by Reformat and Yager to deal with
interactive decision support systems [15]. Gou et al. investigated the properties of
continuous PyF information [16]. Torra [17] devised the hesitant fuzzy set (HFS),
which necessitates that the membership have a set of possible values, to more force-
fully characterize the HFS than the earlier classical fuzzy set extensions. A novel
model based on HFSs has recently been implemented to deal with situations where
experts are divided between many options for an indication, alternative, element,
ete. [18, 19]. When experts waver between a number of prospective memberships
for an element of a sequence of decisions, HFSs are especially helpful at addressing
the challenges with group decision making [20]. The hesitant linguistic word set
[21], the hesitant fuzzy uncertain linguistic set [22], the dual hesitant fuzzy set
[23, 24], and the generalized hesitant fuzzy set [25] are just a few of the extensions
to HFS that have been implemented to handle more complex environments. A
number of academics have applied the HFS idea to group decision-making con-
texts by using aggregation operators [26, 27, 28]. Smarandache first proposed the
neutrosophic set (NS), an analytical framework and quantitative tool for compre-
hending the origin, nature, and extent of neutralities [29]. It is a spiritual practice
that focuses on neutralities’ origins, nature, and scope as well as how they interact
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with other ideational spectrums. The NS generalizes the ideas behind the classical
set [30], fuzzy set, interval valued fuzzy set, interval-valued IFS [31], paraconsistent
set, dialetheist set, paradoxist set, and tautological set [32]. A NS is characterized
by truth membership function 8g(5¢), indeterminacy membership function o p()
and falsity membership function g (3), where 8p(5¢), ap(s) and yp(5) are real
standard or nonstandard elements from ]0~-17[. It will be difficult to apply NS in
actual scientific and engineering contexts, despite the fact that it philosophically
generalizes the ideas of FS, IFS, and all existing structures. This idea is crucial
in many situations, such as information fusion, which integrates data from several
sensors. In recent years, engineering and other industries have mainly used neu-
trosophic sets to make decisions. A single-valued neutrosophic set (SVNS), which
can deal with inaccurate, ambiguous, and incompatible data issues, was proposed
by Wang et al. [33]. A SVNS, on the other hand, is an NS that enables us to de-
pict ambiguity, imprecision, incompleteness, and inconsistent behavior in the real
world [34]. Making decisions using confusing data and dissimilar metrics would
be more acceptable [35, 36, 37, 38]. Contrarily, SVNSs can be used in technical
and scientific applications since SVNS theory is effective at modeling ambiguous,
imperfect, and inconsistent data [39, 40]. The SVNS can easily capture the am-
biguous nature of subjective assessments, making it excellent for gathering vague,
ambiguous, and inconsistent data in multi criteria decision-making analysis [41].
Qian et al. (2013) [25] presented a noval notion of HFSs in which IFSs were in-
cluded as an extended version of HFSs. The HFS satisfies the condition that the
total of its MG and NMG of adhesion is less than one. Pythagorean HFS was
invented by Khan et al [42]. Batool et al. [43] defined and investigated the usage
of a Pythagorean probabilistic hesitant fuzzy set in decision-making algorithms.
Ashraf et al. [44, 45], introduced the DM modelling based on sine trigonometric
Pythagorean fuzzy aggregate information. Huang et al. [46] proposed the new
MULTIMOORA technique in PyFS and discussed its applications in MADM. To
solve this, Xu and Zhu [47] proposed the concept of probabilistic hesitant fuzzy
sets (PHFSs). The notion of a SV-neutrosophic probabilistic hesitant fuzzy set
(SV-NPHFS) is devised to avoid the deficiency in DM difficulties [48].

Kamran, M., Ashraf, S., & Naeem, M. (2023) [48], devolped the Dombi operators
for Single-Valued Neutrosophic Probabilistic Hesitant Fuzzy sets. Due to their
capacity to represent the compromise between conjunction and disjunction oper-
ations, Dombi operators in fuzzy set theory are unique. The Dombi operator is
a flexible tool for representing uncertainty and imprecision in contrast to typical
fuzzy operators. It does this by introducing a parameter that allows for changing
concentration either on the minimum or maximum values. Due to their flexibility,
Dombi operators are useful in situations requiring a more customized and flexible
approach, including complicated and dynamic system decision-making processes.
They are more successful at capturing subtle interactions inside fuzzy sets thanks
to their special parameterizations, which makes modeling more precise and cus-
tomized for a wider range of applications. [49]

Traditional Dombi algorithms in fuzzy sets may face constraints when attempt-
ing to address the complex and multifaceted difficulties associated with decision-
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making in the complicated areas of economic development, particularly in the
rural and urban healthcare sectors, because of the complex interplay of factors
like location, infrastructure, and geographical influences. Our book acknowledges
the requirement for more resilient tools and suggests new operators that can ef-
fectively handle the many uncertainties present in these industries. These novel
operators seek to offer a more complete and flexible framework for decision-makers
by integrating a wider range of characteristics and improving the depiction of
fuzzy interactions. This advancement is essential for managing the complexities
of infrastructure planning, policy formulation, and resource allocation, where a
nuanced approach is required due to the interconnected nature of several issues.
Our manuscript presents novel operators that aim to increase the effectiveness
of decision-making processes for economic growth that is sustainable and better
healthcare outcomes while recognizing and addressing the complex web of impacts
in both rural and urban environments.

In this article, we propose some new AQOs like SV-NPHFWA AOs, SV-NPHFWG
AOs, SV-NPHFOWA AOs, SV-NPHFOWG, and SV-NPHFHWG AOs because
of the following reasons:

1 SV-NPHFSs anticipate more space to decision-makers due to the combined no-
tion of HFS and Probabilistic Fuzzy Sets (PFS).

2 SV-NPHFSs uses all type of hesitation and probability approximation spaces
that property lacks in litterateur in SV-NSs environment.

3 SV-NPHFWA AQs, and SV-NPHFWG AQOs can incorporate the familiarity de-
gree of experts with evaluated objects for initial assessment and that prop-
erty lacks in SV-neutrosophic weighted averaging and geometric aggregation
operators.

4 This article seeks to cover more advanced and sophisticated data because SV-
NPHFWA and SV-NPHFWG operators are simple and cover the decision-
making technique.

5 All current drawbacks are limited by the suggested work.
Thus, the contributions of this study are as follows:

1 To begin considering novel AOs like SV-NPHFWA and SV-NPHFWA AOs, as
well as their traits like monotonicity, idempotency, and boundedness.

2 We defined all basic algebraic informations of SV-NPHFS.
3 Properties of these aggregation operations have been proposed.

4 To handle increasingly complex data, an algorithm for the MCDM technique
has been devised.

5 A medical heathcare unit development algorithm based on SV-NPHFS has also
been proposed, and an example is provided to illustrate how well the algo-
rithm works.
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The paper is arranged in the prescribed manner. Section 2 contain the definition
of F'Ss, IFSs, HFSs, and SV-NPHFSs, as well as SV-NPHF'S aggregation operators.
In section 3 is composed the SV-NPHFWA operator, SV-NPHFOWA operator,
SV-NPHFHWA operator, SV-NPHFWG operator, SV-NPHFOWG operator, and
SV-NPHFHWG operator, as well as their features such as monotonicity, idempo-
tency, and boundedness. In Section 4, we use the SV-NPHF aggregation operators
to deal with ambiguity in DM situations using SPHF data. Section 5 demonstrates
how to use the well-known MCDM approach. The conclusion and discussion of
the work are included in Section 6.

2. PRELIMINARIES

This section contains fundamental definitions and information about Fuzzy set
(FS), hesitant FS, intuitionistic FS, Pythagorean FS, and spherical FS.

Definition 1. [5] Consider the non-empty universal set p. A fuzzy set 6 in p
having the form

6 ={(I, A;()) [I" € p}, (1)
where As( T') € [0,1] demonstrates the Mg of T in 0.

Definition 2. [6] Consider the non-empty universal set p. An intuitionistic F'S ¢
in p having the form

6 ={(I', As(I"), N5(I')) [T" € p}, (2)

where As : p — [0,1] be the Mg and Ns : p — [0,1] be the NM¢g with the constraint
that As(T) +Ns(T) <1, for allT € p.

Definition 3. [33] Consider the non-empty universal set p. A Single-Valued Neu-
trosophic set (SV-NS) 6 in p having the form

5:{<P7A6(F)726(F)7N5(F)> |F€p}7 (3)

where As : p — [0,1] be Mg, 25 : p — [0,1] be Ng and N5 : p — [0,1] be NMg
with the constraint that 0 < As(T) + Z5( )+ Ns( T) <3, for allT € p.

Definition 4. [47] Consider the non-empty universal set p. A SV-neutrosophic
hesitant F'S § in p having the form

5 = ({1, As(T), Z5(D), No(T)) T € p}, (4)
where
As(T) = {4)€ € 10,1]}, Zs(T') = {Y|T € [0,1]} and N5(T) = {nln € [0,1]},

are the three sets of some values in [0, 1], represents the Mg, Ng and NMq with
the constraint 0 < {7+ Yt +a* <1, for allT € p, such that

= U max{/}, TT = U max{Y}, and 0" = U max{n}.

LeAs(T) TeZs(T) nENs(T)
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Definition 5. [/7] For a set p. A Probabilistic HFS ¢ in p is described as

6 ={(T', hy(I')/as) [T € p} (5)

where hy( T') is subset of [0,1] and hy( T')/as represent the Mg of T' € p in 6. And
as represent the possibilities of hy( T'), with constraint that ) 5 o5 = 1.

3. DEVELOPMENT OF SV-NEUTROSOPHIC INFORMATION
WITH PROBABILISTIC HESITANT FUZZY SETS

Definition 6. Consider the non-empty universal set p. A SV-NPHFS 6 in p is
described as follows:

0 = {(T', An, () /s, 25, (T)/ Bs, Ny, (T) /[45) I € p}, (6)

for all T' € p, As( I'),Z5( ') and Ns( T') are sets associated with specific
values in [0,1]. Where As( T')/a, Z5( T')/Bs & N5( T')/~s specifies the possible
Mg, Ng and NMg of I' to the SV-NPHFS ¢, individually. «g, 85 and s rep-
resent the possibilities of the grades. Also, there is 0 < ¢;; T;,n; < 1 and
0 < o, B,y < 1with >0 a; <1, 8 <1, 37 7% <1 (qis a posi-
tive integer to describe the number of elements contained in SV-NPHFS), where
b€ Ap,(T), Yy € Z5,(T), a; € as, Bi € Bs,7i € 7s. Furthermore, it is re-
quired that max (A, (T')) +min (2, (T')) +min (N, (T)) < 3 and min (A, (T)) +
max (25, (I')) + max (N, (') < 3.

For simplicity, We shall refer to the SV-NPHF number by the triplet
(An, /s, Zn,/Bs,Nn, /7s) -The group of all SV-NPHFs in p is represented by
SV — NPHFRS(p).

Definition 7. Let 6; = (Ahsl [sys Z6,)/ By s N, /7s,) and
do = (A552 /@555 Z5,)/ Boss N, /7s,) be SV-NPHFNs. The fundamental operating
laws are described as follows:

0= {<Aﬁ51 /0‘5172h51 /5517Nﬁ(51 /’751> |}

(max(l1/ai,la/as)), U (min(Y1/B1, Y2/B2)),
L1E€AR,, oy cas, T, Ezhél . B1€Bs,
s 5 L2€AR,, Qgeas, T2€Zh52, B1EBs,
(1) b1 62 = U (uingin /s, a/72)) ’
7y Ezﬁal » M1E€EYs;
ﬁ262h52‘ Y2EYs,
(min(1/ar, b2/ az)), U (max(Y1/B1, Ta/B2)),
1€ ARy, Xy €agy Tlezn,;] B1LERs,
(2) s £2€ AR, s@gcas, T, 62%2‘ B1E€Bs,
n = . . N
v U (max(i1 /71, 2/72)) ’
g EZ;L51 » Y1E€Y8,
Ty 62%2 , Y2€75,

(3) 8¢ = {Nns, /751> Zn,/Bs, An, s }
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Definition 8. Let 6, = <A551 /0451,251)/551,/\/}151 /’y(;l) and
09 = (Ah&2 @6y Z6,)/ Boss Nhs, /7s,) be SV-NPHFNs and 0 > 0(€ R), then their
operations are presented as:

U (61 + 62 - €1fg/a1a2) s
LA, £2E€ARs,
411€a51 ,ag € XSy
U (Y1Y2/B1B2)
(1) 618 9y = T1€2n, ,T2EZ,L52 :
B1E€Bs, , B2EPs,
U (fafi2/1172)
’fl1€/\fh51 Ty ENﬁ(sz
V1 E€Y8, 5 Y2€75,
U (5152/061042) s
21€Ah51 ,deAh(h
a1€a51 ,ag €Ay
U (T1+ Yo —T1Y2/B152)
(2) IR 0y = T1€Zﬁ51 ’T262n52 ,
B1E€Bs, B2€Bs,y
U (M1 + g — N1z /Y172)
1 E€Nn ’ﬁZENh(;Q
1€, ¥2€Y5,

(3) 06 —{ U (1= —6)?/an), U (Y9/7). U (fl‘?/%)};

£1€Ans, Qieas, T, eNhél 1€Y8, T, €Nh61 A1EY8)

(4)6?={ U (Qfer), U  (Q-0-71)%8), U (1—(1—711)5/"/1)}.

OEAR deas, Y,€25,¢8s, "1€Nr.5‘ Y1EY8;

Definition 9. For any SV-NPHFN 6 = (A, /s, Z5/Bs, Ny /7s) a score function
be defined as

= (7o 2 ity e )~ (1 2tz men, T )
(108 Sners, o, 5°70)

where | (As) indicates to the number of constituents in Ap, , 1 (Zs) indicates to the
number of constituents in Zp, and (Ns) indicates to the number of constituents

m Nﬁéi.

Definition 10. For any SV-NPHFN 6 = (Ahy Jas, Zn, /Bss Nus /’yg) , an accuracy
function is defined as

1 1
h(5> - l (Aé) Z&'E.Ahai Qicas, (EZ . ai) + l (Zé) ZTi EZhgi BiE€Bs; (Tl . ﬂl)(‘%—)

1 y
l (N§> ZﬁiENh,Ji Yi€vs, (nz FYZ)
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where | (As) indicates to the number of constituents in Ap, , 1 (Zs) indicates to the
number of constituents in Zp, and (N5) indicates to the number of constituents

m Nﬁéi.

Definition 11. Let §; = (.Ahél/05517251)/551,./\/}151/’)/51) and
2 = (Ans, /sy, Z5,)/ Bszs Nis, /75,) be SV-NPHFNs. Then, using the description
above, a comparison of SV-NPHFNs can be stated as

Definition 12. (1) If s( 61) > s( d2), then §1 > Ja.
(2) If s( 61) = s( 2), and h( 61) > h( 02) then §1 > d2

4. SV-NPHF AGGREGATION OPERATORS AND THEIR
PROPERTIES

The features of aggregation operators for SV-NPHF Numbers generated from
operational rules are discussed in this part.

4.1. SV-NPHF weighted averaging aggregation operators

The current weighted averaging AOs for SV-NPHF data are extended in this
part.

Definition 13. Let ér = (Ahér/a(;r,Z(;F)/Bgmj\/'hér/’ygr)( I' =1,2,....,q) be

any group of SV-NPHFNs and SV—NP HFWA : SV—-NP HFN' — SV—-NP
HFEN. The SV-NPHFWA operator can thus be defined as follows:

SV*NPHFWA((SM(;Q,....,(;F) =016 0202 & ..... @ Oror (9)
where U = (U1, Vs, ....,Or)T are the weights of ér € [0, 1] with E%Zl Or =1.
Theorem 14. Let o = (.Ar,,gr/oz(gp,Zmr/ﬂ,sr,./\/hér/vaF) (T =1,2,.....,q) be

any group of SV-NPHFNs. The SV-NPHFWA operator can thus be defined as
follows, We can accomplish the following goals:

U 1= TH{_y (1= (£5)°" /T sy,
LrEAsL a5 Eas
Or
SV — NPHFW A(81, 05, ....,0,) = S UB y TPy (Tor)™" /TPy Boes (10)
s €261 ,Bs €L
U H%:l (ﬁ'ﬁr)ur /H%:l’yér

s ENsp Ysp €Y
where U = (U1, Vs, ....,Or)T are the weights of or € [0,1] with > f_, Ur = 1.

Proof. We’ll show the theorem by applying mathematical induction to m, and
the proof will go like this:
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Step-1: When I' = 2, we have 6, = (An,, /as,, Zns, /Bs,» Nns, /75,) and b5 =
(Ah(S2 /0452,2;152 /@52,./\/;152 /752) As a result of the operation of SV-NPHFEs, we

are able to
(1 — (1 — 61)61/041) s
GEAR; (15)M1€as, T,
6161 _ §q V' s .
U (7
1 EN s Us)meTs
(1—(1—¢2)%/as),
L2€AR; (15):2€as,
U0y = o2
&
ﬁ2EN552(15),726752
Then
SV — NPHFW A(61,02) = U101 ® Uady

As a result, the outcome is valid

U

€215, Us)81eP5

(T?l/ﬁl) ,

11/71>

U (9/8).

TQEZ;&&Q (15).B2€ B3,

-(1-a

Z]EA)L(;A (15)>¥1€as, (
szAh»Q (15):¥2€as,

(P /Bxs/8)

R EZ%] (181 €85
T2€2,, (52655

(1-

Z1€An61 (15) Q1€as,

(2€»Ahb2 (15) 02€ 0,

U1 U2 =01 U2 )

(rori/me). U S e
Tleznﬁ (t5).p1€B6, "1€"\fh6] (5)m €78y
Tzezn% (15),82€P5; ﬁ2‘5"vﬁ,&2 (Us),v2€ Vo2

U

516«4&61 (15):X1€ag,

(1-
426«4&62 (15):¥2€as,
Tl ezﬁél (15):81 Gﬂél
262, 5).82¢00

ny ezﬁél (15).7v1 €781

n2 62h52 (I5),v2€V82

for m=2.

1—(1=£)0 41— (1—4£y)02

22/’72)

/a’ﬂlz) s

(fl?' /”/17VL§2/W’2)

= 0)O) (L= (1= £2)%)

U

1 €N g, ) €70

€N,
82

(1= 6)° (1 = £2)%2 Jay )

(15)12€762

F_, (1 — ¢p)5r /TIE_ar),
<H%:1T9F/H%:1/BF> )

(2l /12

Step-2: Suppose that the outcome is the true for m=n, we obtain

SV—NPHFW A(61,03, ..., 6,)

U

Lr€Asp a5 €ausp,

Or
=TIy (1= (€5,)) 7" /Ty o

8
Iy (Yor)™" /TIE—y Bsrs

Ysp €Zs5p.Bsp EBsp

U

Tisp ENspYor €Yo

. 8
H%:l (nfsl‘) ’ /H%:I’}/&r




526 Kamran, M, et al. / Integrated Decision-Making Framework

Step-3: When I' = n + 1, then we have

q
SV = NPHFWA(61,02, ... 0n11) = EDUrdr @ Uygr10441
I'=1
U 1—T8_, (1—£5.)° /T, sy,
Lr€Asp a5 Easy
= U H%:l (Ttsr)ur /H%‘:lﬁﬁw

Y5 €Zsp.8s1 €EBsp

q 7 \Or e
Iy, (nt;r‘) /Hl":l/wr
s ENsp Yo €Yo

U 1—(1—65,,)"" Jas,,.,

Lo €45, 05 €5

Or .
® U (Cs,00) " /Bsuins
T&q“ Gqu“ y/‘féq“ GﬁaqH

u (ﬁ5n+1 )Ul‘ /757«+1

Y €%, 11

s ENG L.

g+1 =V 0 ?

U
U 1- Hf‘:l (1 = (lsp)) " /Hf‘:laérv
Lr€Asp s Eas

o p
= U H%:l (Tsr)™" /H%:lfiﬁ“v
Yop €Z5p,861 €Bsp

U 10y ()" /T
fusp €ENsp Yo €Yo

Thus

U 1- Htfl‘:l (1 - Zér)UF /H%:laérv

lr G.Aar,a(sr Easp

SV—NPHFW A(8,0, ..., 0r) = U Iy (Yor) " /Ty B

Ysp €251,851 €Bon
q = \Or q
U HF:l (n6l‘) /HF:1751‘
s ENsp Yo €Yo

Proved. O

Clearly, the SV-NPHFWA satisfies certain characteristics.
(1) Idempotency: Let dr = (.Ahér/atsr,zhér /ﬁgr,./\/hér/'y(;r> (T'=1,2

I') be any group of SV-NPHFNs. If all §r = (-AhaF [ s Zns. [ Bs. s Nns,. /75F> (
I'=1,2,.....,q) are similar. Then

SV — NPHFWA(61,65,....,8,) = 6 (11)

(2) Boundedness: Let o = (Ahér fs.s Zhs. [ Bs. s Nas,. /75F> (I'=1,2,...,r) be
any group of SV-NPHFNs. Then

§ < SV — NPHFWA(S,,0s,.....,0,) < 6+ (12)

where

6 = (minAp, /minas ,max Zy, /max Bs ,Nu,. /75, ),

5t = (maxAp, /maxags_ ,min 2, /min s, min A/ min~s )
r r r r hér r
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(3) Monotonicity: Let op = (Ahﬁr fs.s Zhs. [ Bs. s Nas,. /Msr) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If r > 6;, then

SV — NPHFWA(S1,02,....,8,) < SV — NPHFW A(6;,63,.....67) (13

Proof. For any I , there are Ap,; < Ahgr’ 2y, > Zhgp and Np, > Nngr . We've
used the following terms in the aggregated outcomes:

& &
L-T (L= (6s))™" < 1=, (1= (6sy))
o o NG NG
iy (Tor)™" > Iy (Tsp) " and Ty (Re) ™" > Iy (Rsp)
o
LT (- )% € 1T (1)
o § BN
Iy, (Tér)UF > TIf_, (T61*~> "and ITf._, (ndr)UF >TIf_, (n5F) '
o
LI, (1 )% < 1T, (1)

§] (§ . \O . \O
I, (Ts)™" > T, (Ysx)  and TIf_ ) (725.)"" > Ty (725:)
§
1- qu“=1 (1- éér)UF /Hg‘:laél‘ 1- qu“=1 (1 - 56;) " /qu“zlaéfn
¢ o
H(II‘:1 (Tor) " /Hg‘:lﬁlﬁ“ = H%:l (T51*~) ) /quzlﬂélf

- U . (6}
and H%:l (nfsr) 8 /H](.]“:l’ytsr HqF:l (n‘;f:) " /H%:175F

VoA

Y

Then we have
SV — NPHFW A(61,02,....,04) < SV — NPHFW A(d7,65, ..., (5;)

with equality iff Afwr = Aﬁgr, Zhér = Zhgr and Nhér = Nhgr
Proved. O

Definition 15. Let p = (Ahsr/a(sr,zn5r /ﬂér,/\/ﬁgr/%r) (T =1,2,.....,q) be
any group of SV-NPHFNs, and SV — NP HFOWA : SV — NP HFNY —
SV — NP HEN. Then SV-NPHFOWA operator can be described as

SV—NPHFOWA((Sl,ég,....,6q) = Uléé(l) @UQ(S@(Q) D ..... @Uqég(q) (14)

where dyry be the jth largest in them and U = (U1, Uy, ..., Uy)T are the weights of
or € [0,1] with Y %_, Ur = 1.
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Theorem 16. Let or = (‘Ahér/a5wZﬁér/@sr?Nh&r/%r) (I =1,2,....,q) be
any group of SV-NPHFNs. Then, applying SV-NPHFOWA to aggregate the re-
sults, we may get the following.

Or
q q
L, U (1-t,) /M,
E54(ry EAdé(F)

aﬁk(r) GLY(v(r)

Or
U i, (T,,) /b,

SV—NPHFOW A(dy, 02, ....,0¢) = L=

Paeery =our)

Or
U 1y () /M,

~ N
n5£(1') € So(r)

FY"’[(F) Eﬁ"”f(r)

where §y(ry is the jth largest in them and U = (U1, Us, ...., Uy)" are the weights of
Sp € [0,1] with Y%, Op = 1.

Proof. Similarly as proof of Theorem 14. [

Clearly, the SV-NPHFOWA has some characteristics that it satisfies.

be any group of SV-NPHFNs. If all ir = (AhsF [ Zns. [ Bs,. s Nis,. /’)/5F) (
I'=1,2,.....,q) are identical. Then
SV — NPHFOW A(b,,0s, ..., 0,) = (16)

(2) Boundedness: Let op = (Ahér [ Zns. [ Bs,. s Nis,. /%F) (I'=1,2,.....,q) be
any group of SV-NPHFNs. Then

5 < SV — NPHFOWA(81, 02, .....8,) < 6+ (17)
where

6 = (minAp, /minas ,max Zp, /max fs ,max N, /maxys ),

ot = (max Ap, /maxas ,min Zp, /min G5, min Ny, /min-ys )

(3) Monotonicity: Let op = <Ahar [as. s Zns. [ Bs. s Nas,. /msr) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If or > 6f, then

SV — NPHFOW A(61, 83, ....,8,) < SV — NPHFOW A(6;,65, ....,57) (18)

Proof. Similarly as proof of Property 4.1. O
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Definition 17. Let ér = (AHSF/CE(SF,Zﬁsr/ﬂér,./\/‘ﬁ(sr/'}@r‘)( I =1,2,....q) be
any group of SV-NPHFNs. Then SV-NPHFHWA operator SV — NP HF hW A :
SV—NP HFNY —s SV—NP HFN withG = (U1, Ua, ....,0,)T where ; € [0,1],
Y t_,Or =1 can be described as

SV — NPHFRW A(61, 02, ..., 04) = Ulég(l) S5} 62(52(2) ®..... D Uq(Sg(q) (19)

w here U = (Uy, Vs, ....,U4) T are the weights of ér € [0,1] with Y f_, Or =1 and
d¢(ry is the jth largest of dyry = qUr or (I'=1,2,.....,q).

Theorem 18. Let op = (Ahép/a5r’Zhér/ﬂ“r’Nhér/%r)( I =1,2....,q) be
any group of SV-NPHFNs. Then, utilising SV-NPHFHWA, we can get the below
aggregation outcome.

Up
q q
0 «EJA 1-Hr_, (1 - éagm) /HF:10‘5“F)7
() 778y
a%(r) Ea‘sr(r)
U om () s,
SV—NPHFhW A(6y,63, ....,8,) = e B2, ) “w (20)

Fooiry Panery

U e (n, ) s
r=1 "5, T=1 s,

ey Ny

%e(r) € Se(r)

where U = (U1, V2, ..., 0,)T are the weights of ér € [0,1] with > %_, Ur =1 and
dgry is the largest of gy = qUr or(I'=1,2,....,k)

Proof. Similarly as proof of Theorem 14. [J

Clearly, the SV-NPHFHWA satisfies a few characteristics.

(1) Idempotency: Let or = (-Ahsr [ s Zns. [ Bs. s Nis,. /76F) (I'=1,2,....,9)
be any group of SV-NPHFNs. If all ér = (’Ahﬁr [ s Zns. [ Bs. s Nis,. /Var) (
I'=1,2,.....,q) are identical. Then

SV — NPHFRW A(81, 8, ..., 64) = 6 (21)

(2) Boundedness: Let or = (Ahar Jas_ s Zns. [ Bs. s Nus,. /’y(sr) (I'=1,2,....,q) be
any group of SV-NPHFNs. Then

§ < SV — NPHFAW A(61, 65, ....,6,) < &+ 22
q

where

0 = (min Aﬁér/min s, ax Zhsr/max Bs... maxj\/'hsr/maxwr ),

5t = (max Ahap / max Qs ,min Zp, / min 55F , min/\fh(SF / min ’Y(;F)
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(3) Monotonicity: Let op = (Ahﬁr [ s Zhs. [ Bs. s Nas,. /msr) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If r > 6;, then

SV — NPHFhW A(61, 02, -...,0q) < SV — NPHFhW A(67, 05, ....,05)  (23)
Proof. Similarly as proof of Property 4.1. [

4.2. SV-NPHF weighted geometric aggregation operators

This section expands the current weighted geometric AOs for SV-Neutrosophic
Probabilistic hesitant fuzzy information.

Definition 19. Let or = (Ahsp/agr,zhér/ﬂgr,/\[hér /'y(;r) (T'=1,2,.....,q) be
any group of SV-NPHFNs, and SV—NP HFWG : SV—-NP HFN? — SV—-NP
HFEN. Then SV — NP HFWG operator can be described as

SV — NPHFWG(81,02,....,00) = 67" @057 ® ... ® 07 (24)

and U = (01,02, ....,U0,)T are the weights of or € [0,1] with > f_, Or = 1.

Theorem 20. Let o = (Ahér/agr,Zhar/ﬁgr,./\/'hér/wr) (T =1,2,.....,q) be
any group of SV-NPHFNs. Then, using SV-NPHFWG to aggregate the results,
we may obtain the following.

fsrgz(sr H%:l (éér)UF /H%=106p7
QaspCasn . - .
SV NPHEWG(31,50.nby) = | rocty 1t Yo i
Bsr €Bs
. U 1- H%:l (1 - TVLiSF)UF /H%:l/y(sr
T

(25)
where U = (U1, V2, ....,U4)T are the weights of or € [0,1] with > %_, Op = 1.
Proof. Similarly as proof of Theorem 14. [J

Clearly, the SV-NPHFWG satisfies certain characteristics.(1) Idempotency:

identical. Then

SV — NPHFWG(81,03,....,0,) = 6 (26)
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(2) Boundedness: Let or = (Ahér [ Zns. [ Bs. s Nas,. /’Y(SF) (I'=1,2,.....,q) be
any group of SV-NPHFNs. Then

5 < SV — NPHFWG(61, 63, ..., 6,) < 6+ (27)
where

6~ = (minAp, /minas ,max Zp, /max fs ,max Ny, /maxys ),

R (maX.Ah&F/max s, min Zhsr/min Bs.s minNhSF/min fy(;r)

(3) Monotonicity: Let op = (Ahar [as. s Zns. [ Bs. s Nns,. /76F) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If 6r > 67, then

SV — NPHFWG(01, 02, ....,64) < SV — NPHFWG(67,05, ..., 0) (28)
Proof. Similarly as proof of Property 4.1. [

Definition 21. Let p = (Ahgr/aér,Zﬁér /ﬂgr,./\/hér/’ygr) (T'=1,2,.....,q) be
any group of SPPHFNs, and SV—NP HFOWG : SV—-NP HFN? — SV—-NP
HFN. Then the SV-NPHFOWG operator is as follows:

SV = NPHFOWG(01, 8, ..., 0,) = 05} @ 0513 ® ... @ 6,7 (29)

where 64y be the jth largest in them and G = (U1, Uy, ..., U,)T are the weights of
6r € 10,1] with Y %_ Up = 1.

Theorem 22. Let or = (‘Ahér/a5wZﬁép/@sr?Nhér/%r) (I =1,2,....,q) be
any group of SV-NPHFNs. Then, using SV-NPHFOWG to aggregate the results,
we may get the following.

U o, (¢ )UF/HQ «
r=1 (%5, T=1%, 1)

6 €Z;
o) sy
"M(r\,a"’«n 5
-1, (1-v, ) /me_B,
SV — NPHFOWG(8y, 83,y 05) = | n et (0T )it | (30)
Smmegmm 5
or
- gA 1=, (1 - ﬁ“ur)) /nglﬁr“ur)
-

Se(ry
)
Ysery Soery

where dyry is the jth largest in them and U = (U1, Ua, ...., U,)T are the weights of
or € [0, 1] with Z(Iz‘:l Or=1.

Proof. Tt can be proved in a similar way as 14. [
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Clearly, the SV-NPHFOWG satisfies a few characteristics.
(1) Idempotency: Let op = (A%F /. Zns. [ Bs,. s Nis,. /’ygr) (I'=1,2,....,9)

be any group of SV-NPHFNs. If all ép = (-Ahsr [ s Zns. [ Bs,. s Nis,. /'ygr) (
I'=1,2,.....,q) are identical. Then

SV — NPHFOWG(681,03, ..., 64) = 6 (31)

(2) Boundedness: Let o = (Ahér /s Zns. [ Bs. s Nus,. /wr) (I'=1,2,.....,q) be
any group of SV-NPHFNs. Then

6~ < SV — NPHFOWG(61,03, ....,04) < 6+ (32)
where

6~ = (minAp, /minas ,max Zp, /max S5 ,max N, /maxys.),

6" = (maxAp, /maxas ,min Zy, /minfs ,min Ny, /minys )

(3) Monotonicity: Let op = (Ahér [s. s Zns. [ Bs. s Nis,. /’y(;F) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If or > 67, then

SV — NPHFOWG(31,8s,....,8,) < SV — NPHFOWG(6%, 03, ..., &%) (33)

Proof. Tt can be proved in a similar way as 4.1. [

Definition 23. Let p = (.Ahér/a[sr,Zﬁ&F /@SF,NhéF/%F) (T =1,2,.....,q) be
any group of SV-NPHFNs, and SV — NP HF RWG operator SV — NP HF
AWG : SV — NP HFNY — SV — NP HFN with U = (01,02, ...., )T where
Or € [0,1], >>{_, Or =1 can be described as

SV — NPHFRWG(81, 0, ..., 5g) = 03} ® 03y © oovs © Oy (34)

where B = (U1, V2, ....,Uy)T are the weights of ér € [0,1] with >_{_, Or =1 and
So(ry is the jth largest of dyry = 61'10F (I'=1,2,......q).

Theorem 24. Let ér = (Ahér/agr,Zhsr/ﬁgr7/\/'hér/fygr) (T =1,2,....,q) be
any group of SV-NPHFNs.Then, utilising SV-NPHFHWG, we can get the below
aggregation outcome.

" oro
. U Hl":l([&m-)) /Hl":l{l/&[“-)‘r

s Z
sy SFour
RIS RT

SV — NPHFERWG(1, 0900y 8) = | 1Yo 1M (0 Toe) /i | 35

Sy(r)

U
q - qa .
. U T—-Tp_,y (1 - "5[“-)) /My Yory
ey S,y
Ve Ve
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where U = (U1, 0a, ....,0,)" are the weights of ér € [0,1] with > %_, Op = land
dgry s the largest of dyry = 536i (i=1,2,.....9)

Proof. 1t can be proved in a similar way as 14. O

Clearly, the SV-NPHFHWG satisfies a few characteristics.
(1) Idempotency: Let or = (Ahér [ Zns. [ Bs. s Nis,. /'y(;r) (I'=1,2,.....,q9)

be any group of SV-NPHFNs. If all ir = (-Aﬁsr [ s Zns. [ Bs,. s Nis,. /’Yér) (
I'=1,2,.....,q) are identical. Then

SV — NPHFRWG(61,03, ..., 04) = 6 (36)

(2) Boundedness: Let or = (Ahér Jas_ s Zns. [ Bs. s Nus,. /’y(sr) (I'=1,2,.....,q) be
any group of SV-NPHFNs. Then

6~ < SV — NPHFEWG(81, 82, ..., 8,) < 6+ (37)
where
§~ = (minAp, /minas ,max Zp, /maxfs ,maxN/max~s ),
r r r r hér r
6t = (maxAp, /maxas ,min Zs, /min s ,min N, /minys )

(3) Monotonicity: Let op = (Ahér /s Zns. [ Bs. s Nus,. /’Y&F) (I'=1,2,.....,q) be
any group of SV-NPHFNs. If or > 6y, then

SV — NPHFhWG(01, 02, ....,04) < SV — NPHFhMWG(67,05, ....,6;)  (38)
Proof. Tt can be proved in a similar way as 4.1. [

5. DECISION MAKING BASED ON NEUTROSOPHIC
PROBABILISTIC HESITANT FUZZY AGGREGATION
OPERATORS

In this section, we propose a framework for solving MADM problems un-
der SV-NPHF information. Consider a MADM with a set of m alternatives
{Ry,Ra, ... ,Rr} and let {aq, g, ...., g} be a set of attributes with weight vector

= (U1,09,.....,Uq) where U; € [0,1] and >/, U, = 1. To assess the perfor-
mance of kth alternative R, under the the attribute a4, let {Dl, DQ, ey Dr} be a
set of decision makers and T = (11, Ts,...., T,) be the weighted vector of decision
makers with T, € [0,1] and >.._; Y5 = 1. The SV-NPHF decision matrix can be
written as:
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(5] Q2 (673
A511/a5117 A512/a5127 'Alst/a(suy
R, | S Zon/Bou Now /7o, 2502/ B0 Nowa 1502 )\ Zou/ Bones Nowi /960,
Ry A521/O‘5217 Asza /0522, Ass, /O‘tbw
2521/55217-/\/521/7521 Zs2 /65227/\[522 /7522 Z52z/ﬂ52uN52c/752c
R ( A5kl/a§k1’ ) ( A5k2 /a5k27 ) ( A5kt /a5kt7 )
Zékl/ﬁélﬂ?'/\[(skl /75161 Zéka/ﬂékm/\[&kz/75w Z5t/ﬁ5t7N5t/76t

5.1. Algorithm

The following are recommended steps in the created multi-attribute decision
making (MADM) problem:

All the below process can be seen in the flow chart in Figure 2.

Step 3 and 4 are
pertinent steps

T

Normalize the Decision Maker's

Apply S\V-NPHFW A Operator Apply SV-NPHFWG Operator
Apply Score Function Apply score Function

Rank the alternative

m |5her33| StepZI |Step1

Ay

Rank the alternative

Finally Result Step S s substitute
step

[Ta}
o

&

(3]

Figure 2: Flow Chart of Decision Maker’s Information

Step-1 We create the SV-NPHF decision matrices in this stage

C = [Orrlixt = [(Arr/arr, 2o/ Bres Now /700)) s
(C=1,2, kit =1,2, 1)
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Step-2 Normalize the SV-NPHF decision matrix if the attribute contains two
types, such as cost and benefit attributes.

D, = [th]kxt
where

_ 0gt  for benefit criteria ay,
gkt = (0k)¢  for cost criteria ay,

k= 1,2,.....It=1,2,...,r,

where (0x;) is complement of dx,that is, (6xt)” = (Ns,,, 2oy, s Asy, ) - There
is no need to normalise the decision matrix if every attribute has the same

type.

Step-3 Utilize the structured AOs to obtain the SV-NPHFN 6, (k = 1,2,...., ")
for the alternatives 3, that is, use the known operators to get the collective
overall preference values d(k = 1,2,...., I') of the alternative Ry, where
U = (U4, 04, .....,0,) is the weighting vector of the attributes.

Step-4 After that, we compute the scores s( dx) (k = 1,2, ...., ') and the accuracy
degrees h( ;) (k=1,2,...., T') of all the overall values di(k =1,2,....,T) .

Step-5 According to Definition 11, Rank the alternatives R, (k =1,2,...., T') and
afterward select the best one. weight vector is U = (0.2, 0.4, 0.3,0.1)7.

6. MATHEMATICAL APPLICATION

In this subsection, we show how the suggested neutrosophic probabilistic hes-
itant fuzzy aggregation information can be used to evaluate the uncertainty to
make best decisions for unsure municipality builders using fuzzy mathematical
logic.

6.1. Case Study: Urban/Rural healthcare unit site selection

Site selection is one of the first and most important processes that healthcare
organisations do when opening a new outpatient service. The size and cost of
a parcel of land, as well as its visibility, proximity to other healthcare facilities,
and speed of construction, are a few factors that influence where a facility will
be built. The success of the completed facility can be affected by site selection,
which is a complicated issue that can affect the rest of a project. For health
care organisations that have never constructed a new facility before, choosing a
location and starting the building might be challenging. Because of this, it is
essential to have a complete understanding of all elements before starting a site
search. With the correct context and preparation, health care organisations can
carry out a site-selection process that works effectively within the project’s overall
timetable, budget, and vision for success. The first step in developing any new
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facility is to have a clear vision. Health care organisations must decide how they
want the finished facility to function, who it will serve, and how it will fit into the
greater community before searching for and analysing potential properties. For
instance, a hospital planning to construct an ambulatory surgical centre should
consider the location of its current or prospective patient base, the volume of cases
it anticipates, the opening date of the facility, and any other ancillary services it
may wish to include in the design. These factors will have an impact on everything,
from location decisions to facility size and layout. Once its vision has been created,
the company may successfully decide the requirements for its facility site and
the criteria for its site search. This can be as simple as listing the qualities or
characteristics that a site must have or not have in order to be a candidate. For
example, if a hospital urgently needs new and expanded medical office space to
avoid losing current tenants, finding a shovel-ready site might be the top priority.
Organizations can construct their own rubric for quickly evaluating properties by
prioritising a list of site-selection criteria. They should be aware, however, that
they may not be able to discover a property that meets all of their criteria. In
many circumstances, businesses must assess the advantages and disadvantages
of imperfect sites and make concessions in order to achieve their goals. That
could mean purchasing a larger piece of land than anticipated because it’s in a
nice location, is zoned properly, and is ready to develop. It might also mean
purchasing a piece of real estate whose size and location necessitate deviating
from local ordinances. This kind of balancing act occurs frequently during the
site-selection process for most projects. Let & = F1; Ro; :::; R be the collection of
all obligatory residential progress features. Here we discuss the four alternatives
(R1 = Pleasant Clinical Environment , 2 = Onstage / Offstage Environments,
R3 = Healthcare Design,and R4 = Healthy Occupants), and we want to choose
the best one.

1. Pleasant Clinical Environment: Patients and employees both benefit
from a well-designed environment. It’s simple to focus only on lobbies and waiting
areas, but clinical spaces also need to be treated carefully. Imaging suites, pro-
cedure rooms where patients are conscious, and blood-draw stations benefit from
natural light and uplifting distractions like art, a pleasing material palette, and
views. In order to create a tranquil and healing environment, these components
are essential.

2. Onstage / Offstage Environments: Disney’s onstage/offstage model,
where perfect service seems to occur spontaneously, is currently used by a large
number of healthcare organisations. Making a circulation and planning diagram
that allows for the vertical and horizontal separation of goods and services from
patients and their families is equally important when building a new hospital as
is separating experience zones from service areas. There are several levels of this
isolation, and many different things can affect it. By locating service and patient
transport elevators in the patient wing rather than at the ends of the units, the
amount of crossover between patients and services can be decreased.

3. Healthcare Design: The arrangement of building approaches, building
entrances, and roadways may all be employed as navigational aids in accordance
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with proper campus planning and architecture. It might be terrifying to try to
read signs while driving. In order to reduce travel stress, vehicle entry and ap-
proach routes should be designed to be simple and evident. Additionally, the
scale, lighting, and material choices made for the main hospital entrance, parking
garages, and medical office buildings all help patients and their families get to the
front door as fast as feasible. Late-arriving patients and their family are directed
to well-lit entrances by vertical circulation towers and large public areas close to
the key gates.

4. Healthy Occupants: Healing happens at hospitals, and the building
itself ought to contribute to that healing. Using materials that are not on the Red
List, providing clean, filtered air, and allowing access to outdoor activities through
operable windows or terraces in locations where immune systems are unaffected
are all examples of healthy construction practises. Looking beyond patients to a
healthy planet, excess heat, rain, and wind should be captured and stored for use.
The ideal hospital is a self-contained, net-zero, durable structure since hospitals are
mission-critical buildings that must remain open and accessible during calamities
like wildfires, tornadoes, and earthquakes.

Many health care organisations choose to hire a development partner with real
estate knowledge to swiftly find and rate properties based on an organization’s
preferences to assist in identifying ideal sites and weighing conflicting variables.
The following are the most common criteria: (a; =SPEED TO OPENING, ay =
COST CONTROLS, as =SIZE MATTERS, and ay =LOCATION).

1. Speed to Opening: Depending on how quickly the development and
opening of its doors might be finished, an organisation may also analyse sites.
Perhaps the organisation can’t wait for the new or enlarged facilities because it
needs to serve a new area right away. The health care organisation or its develop-
ment partner may restrict the site search to properties that are ready for medical
development when time is a top priority. The implication is that development can
start without the need for a drawn-out approval process or time-consuming zoning
code revisions or variances on properties that are the right size, have the right
zoning, and are unrestricted. The organisation should also make sure the property
is free of any environmental hazards, like wetlands, or cleanup difficulties, such
underground storage tanks on the site of a former gas station. It may take a while
to overcome these difficulties before a site is prepared for development.However,
some of these challenges might be overcome if the ideal piece of land were avail-
able. For instance, to build an outpatient facility in Bluffton, South Carolina, to
support the operations of two of the system’s hospitals, the Hilton Head (S.C.)
Health System partnered with a prominent health care real estate company. Al-
though there were other locations, the preferred one was on the main road of a
sizable shopping area, almost equal distances from both hospitals. However, the
site was a little bit larger than necessary and was situated in a shopping centre
that was anchored by a well-known grocery chain, which maintained significant
approval rights over all future uses and centre extension.

However, some of these challenges might be overcome if the ideal piece of land
were available. For instance, to build an outpatient facility in Bluffton, South Car-
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olina, to support the operations of two of the system’s hospitals, the Hilton Head
(S.C.) Health System partnered with a prominent health care real estate company.
Although there were other locations, the preferred one was on the main road of a
sizable shopping area, almost equal distances from both hospitals. However, the
site was a little bit larger than necessary and was situated in a shopping centre
that was anchored by a well-known grocery chain, which maintained significant
approval rights over all future uses and centre extension. However, because to
careful planning and vigilant oversight, the project was completed in just over two
years.

2. Cost Controls: The location and size of the property are just two of
the many variables that affect property costs. Properties in the most coveted and
convenient locations will cost more than those in less convenient locations, assum-
ing all other factors are equal. As a result, in order to achieve its objective, a
small-budget organisation might have to make compromises regarding the size or
placement of the property. Additionally, the costs of your site may vary slightly
depending on whether you own or lease a property. Despite the fact that ground
leasing a property might be cost-effective in the short term, owning and maintain-
ing the land is often a better long-term choice for a company. The difference is
typically not significant when you take into account the cost of the land and the
cost of the long-term ground lease. On the other side, remodelling a historic build-
ing might be highly expensive compared to building a new facility from scratch.
This is especially true if the project is a smaller retail business, like an urgent care
facility or a primary care physician’s office, that the organisation wants to locate
in a busy area. An organisation can save money by renovating a previous retail
location by using the infrastructure that already exists, especially if the floor plan
is open.

3. Size Matters: The size of the development site is another important fac-
tor. Aiming for a piece of property that can accommodate their present and future
square footage needs, parking infrastructure, and other elements without taking
up a lot of room is a good idea for healthcare facilities. Unless the organisation
has significant expansion plans, there is no justification for excessive spending. If
a nonprofit is working with a healthcare real estate development company, the
company should be able to determine how much land a facility would need to ac-
commodate the square footage of the structure, parking, drainage, and other issues
like possible future growth. This enables a business to narrow down its property
search to those that are the right size. In reality, a healthcare business could be
driven to a space that is either too big or too little to fully support its original
concept. If a site is too tiny but otherwise perfect, it may try to modify its devel-
opment plan to make the facility fit the parcel. In this case, the organisation might
need to think outside the box when it comes to its design and look into requesting
a building code exception to allow a building that is taller or has fewer parking
spaces than are now permitted by building regulations. Alternately, it could be
essential to make certain compromises regarding the practises or programmes that
will be housed in the facility. In this case, decide which programme you can live
without. It’s time to consider other options if your response is ”none of them.” In
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order to improve the neighborhood’s access to high-quality healthcare, RWJBarn-
abas Health in West Orange, New Jersey, for instance, planned to construct an
ambulatory care facility in Bayonne. The suggested location, which was situated
along one of the main streets in downtown Bayonne, had great exposure and was
in a place that the city had designated for reconstruction. The structure, which
has a standalone emergency room, an imaging centre, and space for future clinical
needs, debuted earlier this year.The cost and complexity of the project, as well
as the level of governmental engagement and permissions needed, often increase
when a medical centre is being developed in an established and highly populated
urban area. The project required the demolition of a number of prior mixed-use
commercial and residential structures on the Bayonne site. A multistory parking
structure was necessary to meet the city’s parking needs. To keep costs as low as
possible in these conditions, efficiency was key, along with a well-thought-out plan
for securing all the necessary permissions at the municipal, regional, and state
levels. The ability and willingness of healthcare organisations to pay the increased
costs associated with overly big but otherwise adequate properties must be con-
sidered. If so, they might desire to keep the excess land for expansion or future
growth. If not, they might think about buying the whole parcel and then selling
off portions of it.

4. Location: The location of a facility site is one of the most important
factors to take into account when setting priorities. Many initiatives are devel-
oped as a result of a strategic organization’s need to increase its presence and
services in a town or neighbourhood where its existing or potential patients reside
and work. On the other hand, geographic boundaries are not always the only
factor in determining where a property is located. Other specific qualities that
a business looks for are typical while selecting a site. Convenience, for instance,
is frequently taken into account in healthcare projects. Organizations commonly
prioritise patient access, which improves the overall patient experience and raises
the likelihood that they will return and refer others. These qualities include being
nearby to a freeway interchange, being in or near a busy shopping area, being near
a desirable residential neighbourhood, and having plenty and convenient parking.
Similar to this, high visibility may be a desirable quality, especially for a company
trying to increase the number of patients it serves. The branding of a healthcare
organisation may benefit from a building or storefront with visible signage and
lots of passing traffic. The challenges of accessibility and visibility have grown in
importance for health care organisations during the past decade or so. Health care
providers used to be indifferent about convenience because they believed people
would be willing to travel to locations where medical services were offered. How-
ever, this is no longer the case. Health care organisations are now aware that
consumers value convenience. Similar to how they prefer a nearby grocery store to
one across town, patients may decide to visit an outpatient location in their neigh-
bourhood rather than travelling downtown to a large hospital. In order to ensure
that their facilities are situated along busy routes that are already convenient for
their patients, health care organisations are changing their real estate strategy.
Organizations may take proximity into account when choosing a site location. In
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fact, this issue is immediately addressed by two of the most well-known real estate
projects in healthcare institutions. One worry for many hospitals is that their
outpatient clinics are located too near to their primary hospital. By interacting
with their inhabitants, they are essentially ”ringing” their region.

Assuming the developers seek to design a decision-making process and under-
take a specific development, the management must monitor all index data relating
to potential municipality growth and assess the full factor value of hospital devel-
opment. The assessment results are represented by a neutrosophic hesitant fuzzy
detailed assessment matrix, where a;(1 < i < 4) represents the various possible
outcomes for each element of residential project. And the solution of every ele-
ment is determined by the linked administrative specialists using a neutrosophic
probabilistic hesitant fuzzy linguistic word. Our aim is to determine the munici-
pality development’s initial attentiveness rating using a neutrosophic probabilistic
hesitant fuzzy value. That is, which of the four factor degrees aq; as; as; ay; does
the municipality progress relate to. We use the SV-NPHF information measure
to determine the likelihood of each fuzzy component happening and the total
component value of hospital and commercial developments, and then we assist
the relevant hospital planning commission in adopting the appropriate like for to
organise and improve the numerous interests of hospital development project.

Step-1 Collection of expert data in the form of neutrosophic probabilistic hesitant
fuzzy information is shown in Table-1.

Table-1a: Expert Evaluation Information

aq [&2)
(0.2/0.4,0.5/0.3,0.7/0.3) , (0.12/0.4,0.15/0.6) ,
R (0.2/0.8,0.31/0.1,0.89/0.1) , (0.21/1.0),
(0.9/0.4,0.7/0.3,0.2/0.3) (0.9/1.0)
(0.55/0.7,0.75/0.3) , (0.9/1.0),
Ry (0.25/0.8,0.35/0.2) , (0.35/0.1,0.9/0.9) ,
(0.95/1.0) (0.7/0.3,0.2/0.7)
(0.2/0.1,0.15/0.9) , (0.35/0.45,0.95/0.25,0.75/0.3) ,
Ry (0.28/0.4,0.39/0.1,0.85/0.5) , (0.82/0.85,0.38/0.15) ,
(0.19/0.4,0.72/0.3,0.25/0.3) (0.75/0.35,0.82/0.65)

R, (0.2/1.0), (0.52/1.0),

(0.22/0.25,0.55/0.35,0.74/0.4) , (0.5/0.35,0.57/0.65) ,
(0.9/0.65,0.7/0.35) (0.22/1.0)
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Table-1b: Expert Evaluation Information

(0% Oy
(0.25/1.0), (0.24/1.0),
R (0.2/0.45,0.85/0.55) , (0.85/1.0),
(0.99/1.0) (0.25/1.0)
(0.29/0.01,0.35/0.99) , (0.2/0.1,0.15/0.9) ,
Ry (0.3/1.0), (0.28/1.0),
(0.25/1.0) (0.19/0.4,0.72/0.3,0.25/0.3)
(0.15/1.0), (0.45/1.0),
R3 (0.8/1.0), (0.38/1.0),
(0.4/1.0) (0.19/1.0)
(0.24/1.0), (0.15/1.0),
R4 (0.82/1.0), (0.28/1.0),
(0.9/1.0) (0.2/0.7,0.5/0.3)
Step-2 Normalised expert information of the considered attributes are presented
in Table-2.
Table-2a: Normalised expert Information
(e%) [e%)]
(0.9/0.4,0.7/0.3,0.2/0.3) , } (0.9/1.0),
Ry (0.2/0.8,0.31/0.1,0.89/0.1), (0.21/1.0),
(0.2/0.4,0.5/0.3,0.7/0.3) (0.12/0.4,0.15/0.6)
(0.95/1.0), (0.7/0.3,0.2/0.7) ,

Ro (0.25/0.8,0.35/0.2) , (0.35/0.1,0.9/0.9) ,
(0.55/0.7,0.75/0.3) (0.9/1.0)
(0.19/0.4,0.72/0.3,0.25/0.3) , } (0.75/0.35,0.82/0.65) , }

N3 (0.28/0.4,0.39/0.1,0.85/0.5) , (0.82/0.85,0.38/0.15) ,

(0.2/0.1,0.15/0.9) (0.35/0.45,0.95/0.25, 0.75/0.3)

Ry (0.2/1.0), (0.52/1.0),

(0.9/0.65,0.7/0.35) , (0.22/1.0),
(0.22/0.25,0.55/0.35,0.74/0.4) (0.5/0.35,0.57/0.65)
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Table-2b: Normalised expert Information

Qs Qg
(0.99/1.0), (0.25/1.0),
Ry (0.2/0.45,0.85/0.55) , (0.85/1.0),
(0.25/1.0) (0.24/1.0)
(0.25/1.0),, (0.19/0.4,0.72/0.3,0.25/0.3) ,
Ry (0.3/1.0), (0.28/1.0)
(0.29/0.01,0.35,/0.99) (0.2/0.1,0.15/0.9)
(0.4/1.0), (0.19/1.0),
Ry (0.8/1.0), (0.38/1.0),
(0.15/1.0) (0.45/1.0)
(0.9/1.0), (0.2/0.7,0.5/0.3) ,
Ry (0.82/1.0), (0.28/1.0)
(0.15/1.0) (0.24/1.0)

Step-3(a) We accomplish the desired preferred values dj, of the alternative Ry (k =
1,2,3,4) by implementing the proposed operators

Case-1: Using SV — NP HFW A operator, here U is weight vector and, U =
0.2,0.4,0.1,0.3 the result shown in Table-3.

U 1= Ty (1= L) O /Ty

Lr€Asy a5 Easp

= SV —-NPHFWA(811,012,013) = U f_y (Ys) " /T B

Yor €251 .85 €Bs
q .
Iy, (”5r) T —y Yo

s €N Yop €61

Table-3: Aggregated Data (SV — NPHFW A)
{0.3418,0.2457,0.2339} ,
Ry < {0.1133,0.1601,0.0155,0.0218,0.0191,0.0270} , >
{0.0282,0.0462,0.0254,0.0416,0.0271, 0.0297}
{0.0829,0.0697,0.0628,0.1517,0.1400} ,
Ro < {0.0241, 0.3166, 0.0064, 0.0847} , > ,
{0.0003,0.0027,0.0328, 0.2704,0.0001,0.0012,0.0149, 0.1233}
{0.0712,0.1480, 0.0633, 0.1271, 0.0542, 0.1123} ,

R = < {0.1781,0.0231,0.0476,0.0062, 0.2780, 0.0361} , >
{0.0140,0.1185,0.0116,0.1072, }
{0.2619,0.1231,0.1155,0.0568} ,

Ry = < {0.3734}, >
{0.0264, 0.0517,0.0444, 0.0869, 0.0539, 0.105400369 }

Step-4(a) The score values are calculated as follows in Table 4:

Table-4: Score Values
Operators Sc(R1) Sc(R2) Sc(R3) Sc(Ry)
SV -NP HFWA 0.1813 -0.0598 -0.0616 -0.2955
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Step-5(a) Rank the alternatives R (k =1,2,....,4) is enclosed

s(R1) > s(R2) > s(R3) > s(Ra).
Therefore

§R1>§R2>§R3>§R4.
The best choice is ;.

Data Collection: Through the use of a standardised questionnaire, data were
collected. The factors that were examined included location, size metrics, cost re-
strictions, and speed of opening. The first statistical study used SV-NPHFWA and
SV-NPHFWG AOs. This test was designed to statistically disprove the statistical
disparities between urban and rural areas.

Step-3(b) We accomplish the desired preferred values dj, of the alternative Ry (k =
1,2,3,4) by implementing the proposed operator.

Case-2: Using SV — NP HFW GG operator, the result shown in Table-5.

[¢)

U Ty (Gr)™" /T oy
L5 €251
Qs Qs

1—T0%_, (1= Ys.)°" /T, Bse.,
SV—NPHFWG(51,52,....,5q) = TpgAgr F—l( 5r) / F_lﬂt?r
Bsp €EBs

. (8}

) g4 1-— H(ll“zl (1- n(sr) r /Hrllﬂ:l'}/ér
0
o o

Table-5: Aggregative Data (SV — NPHFWG)
{0.3418,0.2457,0.2339} ,
R, — < {0.1133,0.1601, 0.0155, 0.0218, 0.0191, 0.0270} , >
{0.0282,0.0462, 0.0254,0.0416,0.0271,0.0297}
{0.0829, 0.0697,0.0628,0.1517,0.1400} ,
Ry = < {0.0241, 0.3166, 0.0064, 0.0847} , > ,
{0.0003, 0.0027, 0.0328, 0.2704, 0.0001, 0.0012,0.0149, 0.1233}
{0.0712,0.1480,0.0633,0.1271, 0.0542, 0.1123} ,

Ry = < {0.1781,0.0231,0.0476,0.0062, 0.2780, 0.0361} , > ,
{0.0140,0.1185,0.0116,0.1072, }
{0.2619,0.1231,0.1155,0.0568} ,

Ry = < {0.3734} , > .
{0.0264,0.0517,0.0444, 0.0869, 0.0539, 0.105400369 }

Step-4(b) The score values are calculated as follows in Table 6:

Table-6: Score Values

Operators Sc(R1) Se(M2) Sc(Rz) Sc(Ry)
SV -NP HFWG 0.0353 -0.1646 -0.1276 -0.5661
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Step-5(b) Rank the alternatives Ry (k = 1,2, ....,4) is enclosed in Table-T:

Table-7: Ranking of the alternatives

Operators Score
SV —-NP HFWG Sec (%1) > Sc (§R3) > Sc (%2) > Sc (%4)

Therefore
3‘%1>3‘E3>§R2>§R4.
The best choice is ;.

Table-8: Ranking of Obtained Operators
Operators Score Best Alternative
SV —NPHFWA SC(?Rl) >SC(§R2) >SC(§R3) >SC(%4) §R1
SV —NPHFWG Sc(Ry) > Sc(R3) > Sc(R2) > Sc(Rqe)

Therefore the best choice is ®1 as shown in comparison Table 8.

6.2. Comparison Analysis

In order to clarify the validity of the suggested operators, a comparative anal-
ysis is very helpful as it offers a methodical framework for comparing their per-
formance to current methodologies. This allows for a more in-depth analysis of
the advantages and disadvantages of the proposed operators in managing the com-
plex uncertainties that are present in decision-making processes, especially in the
intricate areas of economic development in the rural and urban medical sectors.
Here, we will compare our work with SV-neutrosophic (SV-N) weighted averaging
(SV-NWA) AO [50], the SV-N weighted geometric (SV-NWG) AO [50], Interval-
Valued neutrosophic weighted averaging (IV-NWA) AO [51], Interval-Valued neu-
trosophic weighted geometric (IV-NWG) AO [51], SV-N Dombi weighted geo-
metric (SV-NDWG) AO [52], the SV-NHF weighted averaging (SV-NHWA) AO,
and the SV-NH the SV-NHF weighted averaging (SV-NHWA) AO [53], the SV-
NHF weighted geometric (SV-NHWG) AO [53] solving only lower approximations,
the SVN probabalistic hesitant fuzzy rough (SV-NPHFR)weighted averaging (SV-
NPHFRWA) and weighted geometric (SV-NPHFRWG) [54], SV-NPHF Dombi
weighted arithmetic average (SV-NPHFDWAA) operator and SV-NPHF Dombi
weighted arithmetic geometric (SV-NPHFDWAG) [48] and SVN Hesitant Fuzzy
Rough Weighted Averaging (SV-NHFRWA), and hyper weighted averaging (SV-
NHFRHWA) [55]. The overall analysis of the comparative study is given in Table
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9. From the analysis, we can observe that

Table-8: Comparison Analysis

Operators Ranking Best Alternative

SV -—NWA Impossible to access No result

SV — NDWG Impossible to access No result

SV -NHWA Impossible to access No result

SV - NHWG Impossible to access No result

IV — NWA Impossible to access No result

IV — NWG Impossible to access No result
SV —NPHFRWA  Sc(R1) > Sc(Rs) > Sec(R2) > Sc(Ry) Ry
SV — NPHFRWG Sc (%2) > SC(?Rl) > Sc (%5) > SC(§R4) §R2
SV — NPHFDWAA Sc(R1) > Sc(R2) > Sc(R3) > Sc(Rq) it
SV — NPHFDW AG SC(%I) > SC(SR;) > SC(%Q) > SC(SR4) Ry
SV — NHFRW A SC(%l) > SC(%RQ) > SC(%z;) > SC(?Rg) iel
SV —NHFRHW A SC(%l) > SC(%Q) > SC(%g) > SC(%R;;) Niel
SV —NPHFWA SC(%l) >SC(%2) >SC(%3) >SC(§R4) Niel
SV - NPHFWG Sc (%1) > Sec (%3) > Se (%2) > Sc (%4) Niet

1 The SV-NWG , SV-NWA | SV-NHWA, SV-NHWG, IV-NWA | and IV-NWG op-
erators can only deal with neutrosophic data, and these notions lack the
extra characteristic of handling probabilistic information. While our initi-
ated work has the advantages of using hesitant probabilistic information in
their stricture.

2 Additionally, we can show that prior work, specifically the SV-NPHF frame-
work, might give decision-makers additional room. While ideas currently
held cannot. As a result, our initiated work is more broad.

3 After being considered, we ended up with the same top choice, ; things we
suggested for our numerical case analysis. In order to achieve this, we first
divided the MADM challenge into three more manageable sub-problems,
such as {Ry, N3, Ry} and {1, N3, R2}. Now that the larger challenges have
been reduced into smaller ones, we apply our recommended decision-making
methodology to them and arrive at the ranking of options shown below:
R > Rz > Ro, Rz > Ny > Ry and N; > N3 > RNy respectively. We find
that ®; > R3 > Ry > RNy is the same as the outcomes of applying the
conventional decision-making process when giving a thorough ranking.

6.3. Limitations of the proposed work

1 The computational complexity of the integrated decision-making framework is
a drawback because it may impede real-time decision-making in dynamic
decision-making scenarios when single-valued neutrosophic probabilistic hes-
itant fuzzy sets and unconventional aggregation operators are incorporated.

2 The single-valued neutrosophic probabilistic hesitant fuzzy approach’s accuracy
may be undermined by uncertainties and information gaps, which could im-
pact the framework’s reliance on complete and accurate data and, in circum-
stances where data availability is limited, the decision outcomes’ dependabil-

ity.
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3 It may be necessary to give considerable thought to and validate the framework’s
performance in a variety of real-world applications because its efficacy may
depend on the selection of creative aggregation operators and the extent to
which their performance can be generalized across distinct decision scenarios.

4 In circumstances where there are swift changes in technology or healthcare
paradigms, the framework might not be as flexible as it should be, and
it might find it difficult to take into account new factors and changing stan-
dards that are necessary for sound decision-making in the dynamic field of
hospital development.

5 The framework’s intricacy and need on specialized knowledge for execution could
potentially impede its extensive integration, especially in settings with lim-
ited resources. This would restrict its applicability and accessibility in con-
texts where ease of use and simplicity are crucial.

7. CONCLUSION

The SV-NPHFS was created for circumstances where every value has a range
of possible values that are determined by MD, indeterminacy, and non-MD. It
is a powerful mix of an SV-NS and Probabilistic HFS (PHFS). This paper pro-
poses an SV-NPHFEWA operator, SV-NPHFEWG operator, SV-NPHFEOWG
operator, and SV-NPHFEOWA operator. A novel MADM strategy based on the
SV-NPHFEWA and SV-NPHFEWG operators was also suggested. Below is fur-
ther information regarding the benefits of these strategies.

1 It’s crucial to start by pointing out that both the SV-NPHFWG and SV-
NPHFEFWA operations possess a number of crucial traits. Idempotency, com-
mutativity, boundedness, and monotonicity are a few of them; others include
them but are not restricted to them. All of these have a big impact on how
they behave and are used.

2 The ability of the proposed AOs to be modified further demonstrates their
adaptability, as demonstrated by the conversion of the SV-NPHFWA and
SV-NPHFWG operators into the already existing AOs created for SV-NPHF'Ss.
This presentation highlights how adaptable these operators are and how they
may be used in a variety of situations.

3 Thirdly, compared to previous methodologies used for Multiple Attribute De-
cision Making (MADM) situations within the SV-NPHF framework, the re-
sults produced by the SV-NPHFWA and SV-NPHFWG operators offer an
elevated level of accuracy and dependability. This comparison demonstrates
their efficiency and implies that they are suitable for use in realistic situa-
tions.

4 The methods for MADM in this study are capable of recognizing a higher level
of interconnectivity between characteristics and options. When compared to
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current approaches, their increased utility and precision are a result of this
improved discernment. The complex interdependencies between qualities in
real-world circumstances are frequently not sufficiently taken into consider-
ation by these current approaches. The results demonstrate that not only
do the MADM approaches proposed in this study excel in this regard, but
they also have the ability to reveal even more complex correlations between
features.

5 The aggregation operators presented in this paper are also successfully used
in real-world contexts to analyze symmetry analysis while choosing features
for the development of urban and rural hospitals. The relevance and use-
fulness of the suggested operators in addressing decision-making difficulties
connected to building projects in various situations is demonstrated by this
actual application.

6 Further studies on modified human uniformity advancement consensus prob-
lems, acceptance development including decision-making problems with un-
cooperative actions, and decision-making problems involving two-sided as-
sociated with multi-granular and unfinished criteria weight data might all
benefit from the indicated aggregation operators. It should be noted that
the proportions of involvement, abstention, and non-membership have little
influence on the assessment of the limits imposed by the proposed aggrega-
tion operators. A novel combination of prioritised interactions aggregation
operators is being created alongside to the planned aggregation operators.
This new structure is intended to significantly enhance the effectiveness and
impact of aggregation approaches.

7 In future study, we will investigate the mathematical foundations of SV-NPHFSs
for Einstein operations using cutting-edge decision-making approaches such
as TOPSIS, VIKOR, TODAM, GRA, and EDAS. We'll also discuss how
these strategies are applied in a variety of fields, such as computer science,
robotics, horticulture, artificial intelligence, social science, finance, and man-
agement of human resources.
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